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ÂÂÅÄÅÍÈÅ

Ðåøåíèå çàäà÷ àíàëèçà ïðîãíîçèðîâàíèÿ ðàçâèòèÿ ñîöèàëüíî-ýêîíîìè÷åñêèõ

îáúåêòîâ îðèåíòèðîâàíî íà èñïîëüçîâàíèå íàêîïëåííûõ ñòàòèñòè÷åñêèõ äàí-

íûõ. Îäíàêî íàëè÷èå òàêîé èíôîðìàöèè íå ãàðàíòèðóåò, ÷òî âñå ôàêòîðû

ïðèíÿòû âî âíèìàíèå. Ïðèíöèïû è íàçíà÷åíèå ñèñòåì, îáåñïå÷èâàþùèõ ïîä-

äåðæêó óïðàâëåí÷åñêèõ ðåøåíèé â óñëîâèÿõ íåîïðåäåëåííîñòè, õàðàêòåðíûõ

äëÿ ýêîíîìè÷åñêîé äåÿòåëüíîñòè, íàèáîëåå ñîîòâåòñòâóþò ìåòîäàì èíòåë-

ëåêòóàëüíîãî àíàëèçà äàííûõ, êîòîðûå ïîçâîëÿþò îáðàáàòûâàòü íåòî÷íóþ,

òðóäíî ôîðìóëèðóåìóþ èíôîðìàöèþ, âûÿâëÿòü çàêîíîìåðíîñòè è îáîáùàòü

çíàíèÿ, ìîäåëèðóÿ ýêñïåðòíóþ äåÿòåëüíîñòü.

Data Mining ÿâëÿåòñÿ âàæíîé òåõíîëîãèåé äëÿ àíàëèçà äåÿòåëüíîñòè

áîëüøîãî ÷èñëà êîìïàíèé, ïðåäïðèÿòèé è îðãàíèçàöèé. Òàêîé ïîäõîä ñïîñî-

áåí îáåñïå÷èòü ïîääåðæêó ïðèíÿòèÿ ðåøåíèé â ñôåðàõ, ñâÿçàííûõ ñ ôóíêöè-

îíèðîâàíèåì ýòèõ îðãàíèçàöèé. Èñïîëüçîâàíèå äàííîé òåõíîëîãèè ïîçâîëèò

îöåíèòü ýôôåêòèâíîñòü ðàçëè÷íûõ êîìïàíèé è îòðàñëè â öåëîì.

Öåëüþ âûïóñêíîé êâàëèôèêàöèîííîé ðàáîòû ÿâëÿåòñÿ ðàçðàáîòêà èíô-

îðìàöèîííî-àíàëèòè÷åñêîé ñèñòåìû (ÈÀÑ) äëÿ àíàëèçà êîìïàíèé ÈÊÒ-ñåêòîðà.

Äëÿ äîñòèæåíèÿ ïîñòàâëåííîé öåëè äîëæíû áûòü âûïîëíåíû ñëåäóþùèå çà-

äà÷è:

� âûáîð èíñòðóìåíòàëüíûõ ñðåäñòâ äëÿ ðàçðàáîòêè ÈÀÑ;

� ïðîåêòèðîâàíèå è ðàçðàáîòêà àðõèòåêòóðû ÈÀÑ, ðàçðàáîòêà èíòåðôåé-

ñà ïðèëîæåíèÿ;

� ñðàâíèòåëüíûé àíàëèç ìåòîäîâ Data Mining;

� ïðèìåíåíèå àëãîðèòìîâ êëàñòåðèçàöèè è êëàññèôèêàöèè;

� àïðîáàöèÿ èíôîðìàöèîííî-àíàëèòè÷åñêîé ñèñòåìû äëÿ êîìïàíèé Ïðè-

âîëæñêîãî ôåäåðàëüíîãî îêðóãà.

Ïðåäìåòîì èññëåäîâàíèÿ ÿâëÿåòñÿ ðåàëèçàöèÿ ìàòåìàòè÷åñêèõ ìîäå-

ëåé äëÿ ðåøåíèÿ ïðîãíîñòè÷åñêèõ çàäà÷ â ðàìêàõ èíôîðìàöèîííî-àíàëèòè÷åñêîé

ñèñòåìû.

Îáúåêòîì èññëåäîâàíèÿ â ðàìêàõ ìàãèñòåðñêîé ðàáîòû ÿâëÿåòñÿ ìîäå-

ëèðîâàíèå ñ ïîìîùüþ ðàçðàáîòàííûõ èíñòðóìåíòàëüíûõ ñðåäñòâ ôóíêöèî-

íèðîâàíèÿ ÈÊÒ-ñåêòîðà.

Ýëåìåíòû íîâèçíû â äàííîì èññëåäîâàíèè çàêëþ÷àþòñÿ â ïðàêòè÷å-

ñêîé ðåàëèçàöèè ìåòîäèêè àíàëèçà ïîêàçàòåëåé ñîöèàëüíî-ýêîíîìè÷åñêîãî
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ðàçâèòèÿ, êîòîðàÿ ðåàëèçóåò êëàñòåðèçàöèþ è êëàññèôèêàöèþ äàííûõ, ñâÿ-

çàííûõ ñ ýêîíîìè÷åñêèì ðàçâèòèåì ÈÊÒ-ñåêòîðà.

Â êà÷åñòâå íàó÷íîé çíà÷èìîñòè ðàáîòû ìîæíî óêàçàòü âîçìîæíîñòü

èñïîëüçîâàíèÿ àêòóàëüíûõ ìåòîäîâ Data Mining äëÿ ïðèêëàäíîé çàäà÷è, ñâÿ-

çàííîé ñ âîçìîæíîñòüþ äîïîëíèòåëüíîé îöåíêè äåÿòåëüíîñòè ÈÊÒ-êîìïàíèé.

Â ïåðâîì ðàçäåëå âûïóñêíîé êâàëèôèêàöèîííîé ðàáîòû îïèñûâàþò-

ñÿ îñîáåííîñòè èñïîëüçîâàíèÿ èíôîðìàöèîííî-àíàëèòè÷åñêèõ ñèñòåì, èõ íà-

çíà÷åíèå, à òàêæå ïðîèçâåäåí àíàëèç ïîêàçàòåëåé äåÿòåëüíîñòè ðîññèéñêèõ

ÈÊÒ-êîìïàíèé. Âî âòîðîì ðàçäåëå îïèñûâàþòñÿ ìåòîäû èíòåëëåêòóàëüíîãî

àíàëèçà äàííûõ, à èìåííî, êëàñòåðèçàöèîííàÿ è êëàññèôèêàöèîííàÿ çàäà-

÷è. Òàêæå â ýòîì ðàçäåëå ðàññìîòðåíà ðåàëèçàöèÿ äàííûõ ìîäåëåé íà ÿçûêå

ïðîãðàììèðîâàíèÿ Python. Â òðåòüåì ðàçäåëå ïðåäñòàâëåíà ðàçðàáîòàííàÿ

ÈÀÑ è åå ïðèìåíåíèå äëÿ îöåíêè äåÿòåëüíîñòè ÈÊÒ-êîìïàíèé Ïðèâîëæñêî-

ãî ôåäåðàëüíîãî îêðóãà.
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ÎÑÍÎÂÍÎÅ ÑÎÄÅÐÆÀÍÈÅ ÐÀÁÎÒÛ

Â ïåðâîì ðàçäåëå ¾Îñîáåííîñòè èñïîëüçîâàíèÿ èíôîðìàöèîííî-

àíàëèòè÷åñêèõ ñèñòåì¿ îïèñàíû ïîíÿòèå ÈÀÑ, àíàëèç Ðîññèéñêîãî ðûíêà

ÈÀÑ, ïðåäëîæåí íàáîð ïîêàçàòåëåé äëÿ îöåíêè äåÿòåëüíîñòè ÈÊÒ-êîìïàíèé

Ðîññèéñêîé Ôåäåðàöèè.

Èíôîðìàöèîííî-àíàëèòè÷åñêèå ñèñòåìû ñòàíîâÿòñÿ âàæíûì ìåõàíèç-

ìîì äëÿ àíàëèçà äåÿòåëüíîñòè áîëüøîãî ÷èñëà êîìïàíèé, ïðåäïðèÿòèé, îò-

ðàñëè â öåëîì. Ïîäîáíûå ñèñòåìû ïîçâîëÿþò ðåàëèçîâàòü ñîçäàíèå àíàëè-

òè÷åñêîé îò÷åòíîñòè íà îñíîâå ñîáðàííûõ äàííûõ. Òàêîé ïîäõîä ñïîñîáåí

îáåñïå÷èòü ïîääåðæêó ïðèíÿòèÿ ðåøåíèé â ñôåðàõ, ñâÿçàííûõ ñ ôóíêöèîíè-

ðîâàíèåì ýêîíîìè÷åñêèõ îáúåêòîâ. Ñîçäàíèå èíôîðìàöèîííî-àíàëèòè÷åñêîé

ñèñòåìû íà îñíîâå èíôîðìàöèè î äåÿòåëüíîñòè êîìïàíèé â ÈÊÒ-ñåêòîðå ïîç-

âîëèò îöåíèòü èõ ýôôåêòèâíîñòü, à òàêæå îêàçàòü ðóêîâîäèòåëÿì ðàçëè÷íîãî

óðîâíÿ ïîìîùü â ïðèíÿòèè óïðàâëåí÷åñêèõ ðåøåíèé.

ÈÀÑ ïðèçâàíû îáåñïå÷èòü ïåðâè÷íûé ñáîð èíôîðìàöèîííûõ ïîòîêîâ è

ñèñòåìàòèçèðîâàòü ôîðìèðîâàíèå èñõîäíûõ áàç äàííûõ, âûïîëíèòü áûñòðûé

îòáîð òåìàòè÷åñêîé èíôîðìàöèè èç áîëüøîãî îáúåìà äàííûõ è âûäà÷ó åå

àíàëèòèêó ïî çàïðîñó èëè â ïîñòîÿííîì ðåæèìå ïî çàäàííîìó àëãîðèòìó [1].

Àíàëèç ñóùåñòâóþùèõ ÈÀÑ ïîêàçûâàåò, ÷òî îíè ðåàëèçóþò ìåòîäû

èíòåëëåêòóàëüíîãî àíàëèçà äàííûõ â îãðàíè÷åííîì îáúåìå. Òðàäèöèîííûå

ÈÀÑ â íåäîñòàòî÷íîé ìåðå âêëþ÷àþò â ñåáÿ ñðåäñòâà áèçíåñ-àíàëèòèêè, ïî-

ýòîìó ðàçðàáàòûâàåìàÿ ÈÀÑ ïðåäñòàâëÿåò ñîáîé ïîïûòêó ñîâìåñòèòü ïðî-

ñòîòó èñïîëüçîâàíèÿ è âîçìîæíîñòü ïðèìåíåíèÿ ðàçëè÷íûõ ìåòîäèê èíòåë-

ëåêòóàëüíîãî àíàëèçà äàííûõ.

Âî âòîðîì ðàçäåëå ¾Ìåòîäèêà îöåíêè ÈÊÒ-êîìïàíèé ñ ïî-

ìîùüþ Data Mining¿ äàíà ñðàâíèòåëüíàÿ õàðàêòåðèñòèêà êëàñòåðèçàöè-

îííûõ è êëàññèôèêàöèîííûõ ìåòîäîâ èíòåëëåêòóàëüíîãî àíàëèçîâ äàííûõ.

Ïðåäñòàâëåíû âîçìîæíîñòè ïëàòôîðìû Python ïî ðåàëèçàöèè ìåòîäîâ Data

Mining.

Äëÿ ðåàëèçàöèè ìåòîäîâ èíòåëëåêòóàëüíîãî àíàëèçà áûëè âçÿòû äàí-

íûå ïî êîìïàíèÿì ÈÊÒ-ñåêòîðà Ïðèâîëæñêîãî ôåäåðàëüíîãî îêðóãà. Êîìïà-

íèè è îðãàíèçàöèè, ïî êîòîðûì áûëè ñîáðàíû äàííûå, âçÿòû èç áàçû äàííûõ

èíôîðìàöèîííî-àíàëèòè÷åñêîé ñèñòåìû FIRA. Êîëè÷åñòâî ñîñòàâèëî 11619

êîìïàíèé çà 2016, 2017, 2018 è 2019 ãîäà. Êîëè÷åñòâåííàÿ èíôîðìàöèÿ ïðåä-
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ñòàâëÿåò ñîáîé ðåçóëüòàòû ðàáîòû êîìïàíèé çà ãîä, ïî êîòîðûì ïðîèçâî-

äèëñÿ àíàëèç äåÿòåëüíîñòè êîìïàíèé, à èìåííî: ðåçóëüòàòû èññëåäîâàíèé è

ðàçðàáîòîê, òûñ ðóá; âíåîáîðîòíûå àêòèâû, òûñ ðóá; îáîðîòíûå àêòèâû, òûñ

ðóá; óñòàâíûé êàïèòàë, òûñ ðóá; êàïèòàë è ðåçåðâû, òûñ ðóá; äîëãîñðî÷íûå

îáÿçàòåëüñòâà, òûñ ðóá; êðàòêîñðî÷íûå îáÿçàòåëüñòâà, òûñ ðóá; ñîâîêóïíàÿ

âåëè÷èíà ÷èñòûõ àêòèâîâ, òûñ ðóá; äîõîäû, òûñ ðóá; âûðó÷êà (íåòòî) îò ïðî-

äàæè, òûñ ðóá; ðàñõîäû ïî îáû÷íîé äåÿòåëüíîñòè, òûñ ðóá; ñåáåñòîèìîñòü

ïðîäàííûõ òîâàðîâ, ïðîäóêöèè, ðàáîò, óñëóã, òûñ ðóá; âàëîâàÿ ïðèáûëü, òûñ

ðóá; ïðèáûëü îò ïðîäàæ, òûñ ðóá; äîõîäû îò ó÷àñòèÿ â äðóãèõ îðãàíèçàöèÿõ,

òûñ ðóá; ïðèáûëü äî íàëîãîîáëîæåíèÿ, òûñ ðóá; ÷èñòàÿ ïðèáûëü, òûñ ðóá;

ñîâîêóïíûé ôèíàíñîâûé ðåçóëüòàò ïåðèîäà, òûñ ðóá; ïîñòóïëåíèÿ � âñåãî îò

òåêóùèõ îïåðàöèé, òûñ ðóá.

Öåëüþ ÈÀÑ ÿâëÿåòñÿ ôîðìèðîâàíèå èñõîäíûõ áàç äàííûõ, îáåñïå÷åíèå

ïåðâè÷íîãî àíàëèçà äàííûõ ïî êîìïàíèÿì, ôîðìèðîâàíèå çàïðîñîâ, ïðèìå-

íåíèå îòäåëüíûõ àëãîðèòìîâ Data Mining.

Ïðåäëàãàåìàÿ ìåòîäèêà çàêëþ÷àåòñÿ â ïðîâåäåíèè êëàñòåðíîãî àíàëèçà

è äàëüíåéøåãî èñïîëüçîâàíèÿ ìåòîê êëàñòåðîâ äëÿ ôîðìèðîâàíèÿ îáó÷àþ-

ùåé âûáîðêè, íà îñíîâå êîòîðîé áóäåò îñóùåñòâëåíî ïîñòðîåíèå êëàññèôè-

êàöèîííîé ìîäåëè. Êëàñòåðèçàöèÿ òàêæå èñïîëüçóåòñÿ äëÿ ðàçäåëåíèÿ îáú-

åêòîâ íà ãðóïïû, íî èçíà÷àëüíî êëàññû îáúåêòîâ íå ïðåäîïðåäåëåíû. Êëàñ-

ñèôèêàöèÿ èñïîëüçóåòñÿ, êîãäà öåëüþ ðàáîòû ÿâëÿåòñÿ ðàçáèåíèå ìíîæåñòâà

îáúåêòîâ èëè íàáëþäåíèé íà çàäàííûå ãðóïïû. Ðåøåíèå ïîëó÷àåòñÿ íà îñíî-

âå àíàëèçà çíà÷åíèé àòðèáóòîâ [2].

Äëÿ ðåàëèçàöèè êëàñòåðíîãî àíàëèçà áûë èñïîëüçîâàí ìåòîä k -ñðåäíèõ

� îäèí èç íàèáîëåå øèðîêî èñïîëüçóåìûõ ìåòîäîâ êëàñòåðèçàöèè èç-çà åãî

ïðîñòîòû è ñêîðîñòè. Îí ðàçáèâàåò äàííûå íà k êëàñòåðîâ, íàçíà÷àÿ êàæäîìó

îáúåêòó åãî áëèæàéøèé öåíòðîèä êëàñòåðà (ñðåäíåå çíà÷åíèå ïåðåìåííûõ

äëÿ âñåõ îáúåêòîâ â ýòîì êîíêðåòíîì êëàñòåðå) íà îñíîâå èñïîëüçóåìîé ìåðû

ðàññòîÿíèÿ. Îí áîëåå óñòîé÷èâ ê ðàçëè÷íûì òèïàì ïåðåìåííûõ. Êðîìå òîãî,

óäîáåí äëÿ îáðàáîòêè áîëüøèõ íàáîðîâ äàííûõ, êîòîðûå ÷àñòî èñïîëüçóþòñÿ

ïðè ñåãìåíòàöèè [3].

Ïîñêîëüêó êëàñòåðèçàöèÿ èñïîëüçóåòñÿ â îñíîâíîì íåêîíòðîëèðóåìûì

îáðàçîì, íåîáõîäèìî èìåòü ìåðó äëÿ îöåíêè êà÷åñòâà êëàñòåðîâ, ïðåäîñòàâ-

ëÿåìûõ êîíêðåòíûì àëãîðèòìîì. Ñóùåñòâóåò äâà âèäà îöåíêè êëàñòåðíîãî
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àíàëèçà: âíóòðåííèå è âíåøíèå. Âíóòðåííèå ìåðû îòîáðàæàþò êà÷åñòâî êëà-

ñòåðèçàöèè òîëüêî ïî èíôîðìàöèè â äàííûõ. Âíåøíèå ìåðû îñíîâàíû íà

ñðàâíåíèè ðåçóëüòàòà êëàñòåðèçàöèè ñ èçâåñòíûì ðàçäåëåíèåì íà êëàññû.

Ñóùåñòâóåò ìíîæåñòâî ìåòîäîâ êëàññèôèêàöèè, êîòîðûå èñïîëüçóþò

ðàçëè÷íûé ìàòåìàòè÷åñêèé àïïàðàò è ðàçëè÷íûå ïîäõîäû ïðè ðåàëèçàöèè

[4]. Ìîæíî âûäåëèòü ñëåäóþùèå òèïû ìåòîäîâ êëàññèôèêàöèè: âåðîÿòíîñò-

íûå, ìåòðè÷åñêèå, ëîãè÷åñêèå, ëèíåéíûå, ëîãè÷åñêàÿ ðåãðåññèÿ.

Ìåòîä ïîñòðîåíèÿ äåðåâüåâ ðåøåíèé ÿâëÿåòñÿ ýôôåêòèâíûì èíñòðó-

ìåíòîì èíòåëëåêòóàëüíîãî àíàëèçà äàííûõ è ïðåäñêàçàòåëüíîé àíàëèòèêè

[5].

Äëÿ òîãî, ÷òîáû îïðåäåëèòü êà÷åñòâî ïîñòðîåííîé êëàññèôèêàöèîííîé

ìîäåëè ñóùåñòâóþò ìíîæåñòâî âèäîâ ÷èñëåííîé îöåíêè àëãîðèòìà:

� confusion matrix

� accuracy;

� precision;

� recall;

� F-ìåðà.

Äëÿ ðåàëèçàöèè êëàññèôèêàöèè áûëî ïðèíÿòî ðåøåíèå èñïîëüçîâàòü

ìåòîä äåðåâüåâ ðåøåíèé. Â êà÷åñòâå îáîáùàþùåé õàðàêòåðèñòèêè òî÷íîñòè

êëàññèôèêàöèîííîé ìîäåëè ïðåäëàãàåòñÿ èñïîëüçîâàòü Accuracy.

Äëÿ òîãî, ÷òîáû ðåàëèçîâàòü ìåòîäû êëàñòåðíîãî è êëàññèôèêàöèîííî-

ãî àíàëèçà áûë èñïîëüçîâàí ÿçûê ïðîãðàììèðîâàíèÿ Python 3.9.5 [6]. Áûëè

èñïîëüçîâàíû áèáëèîòåêè sklearn è SciPy, êîòîðûå ïîçâîëÿþò ïðèìåíÿòü ìå-

òîäû è àëãîðèòìû Data Mining. Äëÿ âèçóàëèçàöèè äàííûõ áûëà èñïîëüçîâàíà

áèáëèîòåêà pandas.

Ðàçðàáîòàííàÿ èíôîðìàöèîííî-àíàëèòè÷åñêàÿ ñèñòåìà äîëæíà ðåàëè-

çîâûâàòü ðÿä ñòàíäàðòíûõ ýòàïîâ àíàëèçà äàííûõ. Ïåðåä ýòèì íåîáõîäèìî

ïðîèçâåñòè íà÷àëüíóþ ïðåäîáðàáîòêó äàííûõ, à èìåííî óäàëåíèå çàïèñåé î

êîìïàíèÿõ, êîòîðûå èìåþò âñå íóëåâûå ïîêàçàòåëè ïî êàòåãîðèÿì áàëàíñà, ñ

öåëüþ óëó÷øåíèÿ êà÷åñòâà àíàëèçèðóåìîé âûáîðêè.

Äëÿ ñîñòàâëåíèÿ áîëåå òî÷íîé êëàñòåðíîé ìîäåëè íåîáõîäèìî îïðåäå-

ëèòü ïàðíûå êîððåëÿöèè, íà îñíîâå êîòîðûõ áóäåò ñòðîèòüñÿ îòáîð ïîêàçà-

òåëåé ìîäåëè. Ðåçóëüòàòîì äàííîãî äåéñòâèÿ ñòàëî óìåíüøåíèå ÷èñëà îöåíè-

âàåìûõ ïîêàçàòåëåé, ïóòåì âêëþ÷åíèÿ â ìîäåëü ñëàáîêîððåëèðîâàííûå ïî-
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êàçàòåëåé ìåæäó ñîáîé è êîððåëèðóþùèå ñ çàâèñèìîé ïåðåìåííîé [7].

Ïðåæäå ÷åì ïðèìåíÿòü ìåòîäû êëàñòåðíîãî àíàëèçà, íåîáõîäèìî ïðî-

èçâåñòè íîðìàëèçàöèþ âûáîðêè. Íà ïðàêòèêå íàèáîëåå ðàñïðîñòðàíåíû ñëå-

äóþùèå ìåòîäû íîðìàëèçàöèè ïðèçíàêîâ:

� ìèíèìàêñ � ëèíåéíîå ïðåîáðàçîâàíèå äàííûõ â äèàïàçîíå, êàê ïðàâè-

ëî [0..1], ãäå ìèíèìàëüíîå è ìàêñèìàëüíîå ìàñøòàáèðóåìûå çíà÷åíèÿ

ñîîòâåòñòâóþò 0 è 1 ñîîòâåòñòâåííî;

� Z-ìàñøòàáèðîâàíèå äàííûõ íà îñíîâå ñðåäíåãî çíà÷åíèÿ è ñòàíäàðòíîãî

îòêëîíåíèÿ: äåëåíèå ðàçíèöû ìåæäó ïåðåìåííîé è ñðåäíèì çíà÷åíèåì

íà ñòàíäàðòíîå îòêëîíåíèå;

� äåñÿòè÷íîå ìàñøòàáèðîâàíèå ïóòåì óäàëåíèÿ äåñÿòè÷íîãî ðàçäåëèòåëÿ

çíà÷åíèÿ ïåðåìåííîé [8].

Â äàííîì èññëåäîâàíèè èñïîëüçîâàëèñü òðè âèäà íîðìàëèçàöèè: MinMax

Scaler � èçìåíÿåò ìàñøòàá íàáîðà äàííûõ òàê, ÷òîáû âñå çíà÷åíèÿ ôóíêöèé

íàõîäèëèñü â äèàïàçîíå, êàê ïðàâèëî [0, 1]; Normalizer � èçìåíÿåò ìàñøòàá

âåêòîðà äëÿ êàæäîé âûáîðêè, ÷òîáû èìåòü åäèíè÷íóþ íîðìó, íåçàâèñèìî

îò ðàñïðåäåëåíèÿ âûáîðîê; StandardScaler � óäàëÿåò ñðåäíåå è ìàñøòàáèðóåò

äàííûå äî åäèíè÷íîé äèñïåðñèè.

Ïî ðåçóëüòàòàì ïîñòðîåíèÿ êëàñòåðíîé ìîäåëè, áûëî ïðèíÿòî ðåøåíèå

èñïîëüçîâàòü ìîäåëü, â êîòîðîé äàííûå áûëè íîðìàëèçîâàíû ïðè ïîìîùè

ìåòîäà Normalizer, è êîòîðîàÿ ñîñòîèò èç òðåõ êëàñòåðîâ, òàêîé âûáîð îáó-

ñëîâëåí ðåçóëüòàòàìè ðàâíîìåðíîãî ðàñïðåäåëåíèÿ äàííûõ ïî êëàñòåðàì è

âèçóàëüíîãî àíàëèçà ïî ãðàôèêàì.

Äëÿ òðåõ ðàçëè÷íûõ ñïîñîáîâ íîðìàëèçîâàííûõ äàííûõ áûëî ïîñòðî-

åíû òðè ðàçëè÷íûå êëàñòåðíûå ìîäåëè. Êîëè÷åñòâî êëàñòåðîâ äëÿ ìîäåëåé

îïðåäåëÿëîñü íà îñíîâå ìåòîäà ëîêòÿ, êðîìå òîãî íåîáõîäèìî áûëî îöåíèòü

êîëè÷åñòâî îáúåêòîâ, ïîïàäàþùèõ â êàæäûé èç êëàñòåðîâ. Äëÿ êëàñòåðíîé

ìîäåëè èñïîëüçîâàëñÿ èíäåêñ Äýâèñà-Áîëäèíà, èíäåêñ Êàëèíñêè-Õàðàáàøà

è Ñèëóýò [9].

Àíàëèç îïèñàòåëüíîé ñòàòèñòèêè ïî êëàñòåðàì ïîçâîëÿåò èíòåðïðåòè-

ðîâàòü ïîëó÷åííûå ìíîæåñòâà ïðåäïðèÿòèé ñëåäóþùèì îáðàçîì: â íóëåâîé

êëàñòåð ïîïàëè êîìïàíèè, î êîòîðûõ ìîæíî ñêàçàòü, ÷òî îíè ÿâëÿþòñÿ ðàç-

âèâàþùèìèñÿ; â ïåðâîì êëàñòåðå íàõîäÿòñÿ êîìïàíèè, êîòîðûå ñòàãíèðóþò;

âî âòîðîé êëàñòåð ïîïàëè ñòàáèëüíûå êîìïàíèè, êîòîðûå èìåþò ëó÷øèå ïî-
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êàçàòåëè áàëàíñîâ, ñðåäè äðóãèõ.

Ñ ó÷åòîì èçìåíåííûõ ïàðàìåòðîâ óäàëîñü ïîëó÷èòü ïîäõîäÿùóþ ìî-

äåëü. Òî÷íîñòü ïîëó÷åííîé ìîäåëè ñîñòàâëÿåò 0.876 äëÿ îáó÷àþùåé âûáîðêè

è 0.877 � äëÿ òåñòîâûõ. Êîëè÷åñòâî êîíå÷íûõ óçëîâ � 5, ãëóáèíà äåðåâà � 4.

Â ðåçóëüòàòå áûëà ïîñòðîåíà êëàññèôèêàöèîííàÿ ìîäåëü, êîòîðàÿ ïîçâîëÿ-

åò îïðåäåëèòü, ê êàêîìó êëàññó áóäåò îòíîñèòüñÿ êîìïàíèÿ ÈÊÒ-ñåêòîðà è

ïîçâîëèò ñäåëàòü âûâîä î ïåðñïåêòèâàõ ðàçâèòèÿ îòäåëüíûõ êîìïàíèé è â

öåëîì ÈÊÒ-ñåêòîðà.

Â òðåòüåì ðàçäåëå ¾Ïðèìåíåíèå ÈÀÑ äëÿ êîìïàíèé ÈÊÒ-

ñåêòîðà¿ îïèñàíà ðàçðàáîòàííàÿ ÈÀÑ äëÿ àíàëèçà äåÿòåëüíîñòè êîìïàíèé

ÈÊÒ-ñåêòîðà, ïðåäñòàâëåíà àïðîáàöèÿ ÈÀÑ íà ïðèìåðå ÈÊÒ-êîìïàíèé Ïðè-

âîëæñêîãî ôåäåðàëüíîãî îêðóãà.

Ðàçðàáàòûâàåìàÿ ÈÀÑ äîëæíà îáåñïå÷èâàòü ðåàëèçàöèþ ñëåäóþùèõ

ôóíêöèé: êîíâåðòàöèÿ è õðàíåíèå äàííûõ; äîáàâëåíèå íîâûõ êîìïàíèé; âû-

áîð ìåòîäîâ íîðìàëèçàöèè; íàñòðîéêà ïàðàìåòðîâ ìåòîäà êëàñòåðèçàöèè; íà-

ñòðîéêà ïàðàìåòðîâ ìåòîäà êëàññèôèêàöèè; ôîðìèðîâàíèå îïèñàòåëüíîé ñòà-

òèñòèêè ïî èñõîäíûì íàáîðîì äàííûõ; ôîðìèðîâàíèå íàáîðà äàííûõ äëÿ

êëàññèôèêàöèè; âûâîä ðåçóëüòàòîâ â ôàéë; âèçóàëèçàöèÿ ðåçóëüòàòîâ; îöåí-

êà äèíàìèêè ðàçâèòèÿ ïî êàòåãîðèÿì êîìïàíèè.

Íà ýòàïå ïðîåêòèðîâàíèÿ ÈÀÑ äëÿ îöåíêè ÈÊÒ-ñåêòîðà áûëà ðàçðà-

áîòàíà ERD-äèàãðàììà. Äèàãðàììà ñîñòîèò èç äåâÿòè ñóùíîñòåé, ïðåäñòàâ-

ëÿþùèõ ñëåäóþùèå ñâåäåíèÿ: îáùàÿ èíôîðìàöèÿ î êîìïàíèÿõ, êîíòàêòíàÿ

èíôîðìàöèÿ, ðåêâèçèòû, èíôîðìàöèÿ î âèäå äåÿòåëüíîñòè è áóõãàëòåðñêàÿ

îò÷åòíîñòü. Ïðè êîíâåðòàöèè äàííûõ áûëè èñïîëüçîâàíû âîçìîæíîñòè ÿçû-

êà Python è åãî áèáëèîòåê Pandas è pymysql.

Ñîçäàíèå ïðèëîæåíèÿ íà äàííîì ýòàïå ïîäðàçóìåâàåò ñîçäàíèå ãðàôè-

÷åñêîãî èíòåðôåéñà. Ðàçðàáîòêà áûëà îñóùåñòâëåíà ñ èñïîëüçîâàíèåì HTML5,

CSS3 è JavaScript ES6. Äëÿ íàñòðîéêè ñâÿçè ïðèëîæåíèÿ, íàïèñàííîãî íà

ÿçûêå Python ñóùåñòâóåò áèáëèîòåêà Eel, êîòîðàÿ ïîçâîëÿåò íàñòðîèòü ñâÿçü

ìåæäó ãðàôè÷åñêèì èíòåðôåéñîì, íàïèñàííûì íà HTML, CSS è JavaScript,

è ëîãè÷åñêîé ÷àñòüþ ïðèëîæåíèÿ. Ïðè ðàçðàáîòêå èíòåðôåéñà ïðèëîæåíèÿ

áûëî äîñòèãíóòî êîððåêòíîå ñîãëàñîâàíèå ãðàôè÷åñêèõ ýëåìåíòîâ ñ ëîãè÷å-

ñêîé ÷àñòüþ ÈÀÑ.

Ãðàôè÷åñêèé èíòåðôåéñ ïðèëîæåíèÿ ïîçâîëÿåò ïðîèçâîäèòü íàñòðîé-
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êó ïàðàìåòðîâ äëÿ ïîñòðîåíèÿ êëàññèôèêàöèîííîé ìîäåëè. Ó ïîëüçîâàòåëÿ

åñòü âîçìîæíîñòü íàñòðîèòü: ïðîöåíòíîå îòíîøåíèå êîëè÷åñòâà ýëåìåíòîâ â

òåñòîâîé âûáîðêå ê êîëè÷åñòâó ýëåìåíòîâ â òðåíèðîâî÷íîé; êðèòåðèé ðàç-

äåëåíèÿ äàííûõ; ìàêñèìàëüíóþ ãëóáèíó äåðåâà; ìàêñèìàëüíîå êîëè÷åñòâî

óçëîâ.

Ðàçðàáîòàííîå ïðèëîæåíèå ïîçâîëèò ðåàëèçîâàòü â óäîáíîé ôîðìå ïðî-

öåäóðó êëàññèôèêàöèè îáúåêòîâ íà îñíîâå ïðåäâàðèòåëüíî ïîñòðîåííîé êëà-

ñòåðèçàöèîííîé ìîäåëè.

Èñïîëüçîâàíèå äàííîãî ïðèëîæåíèÿ ïîçâîëèëî ïðîèçâåñòè îöåíêó äè-

íàìèêè ðàçâèòèÿ ÈÊÒ-ñåêòîðà. Äëÿ àïðîáàöèè ìåòîäèêè êëàññèôèêàöèè äàí-

íûõ áûëè âçÿòû äàííûå ïî êîìïàíèÿì Ïðèâîëæñêîãî ôåäåðàëüíîãî îêðóãà.

Äëÿ ýòîãî ðàññìàòðèâàëèñü ñòðóêòóðû êëàñòåðîâ ïî êîìïàíèÿì çà 2017, 2018,

2019 ãîäû.

Ïî äàííûì ðåçóëüòàòàì ìîæíî ñêàçàòü, ÷òî äèíàìèêà íå íàáëþäàåòñÿ,

òàê êàê çíà÷èòåëüíûõ èçìåíåíèé ïî êëàñòåðàì íå ïðîèçîøëî. Â 2018 ãîäó íà-

áëþäàåòñÿ óâåëè÷åíèå ÷èñëà ÈÊÒ-êîìïàíèé, êîòîðûå äåìîíñòðèðóþò óñòîé-

÷èâîå ðàçâèòèå ïî ðÿäó áàçîâûõ ïîêàçàòåëåé áàëàíñà. Â 2019 ãîäó êîëè÷åñòâî

òàêèõ êîìïàíèé ðåçêî óìåíüøèëîñü.
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ÇÀÊËÞ×ÅÍÈÅ

Â õîäå ðàçðàáîòêè ÈÀÑ áûë îñóùåñòâëåí ñðàâíèòåëüíûé àíàëèç è âû-

áîð èíñòðóìåíòàëüíûõ ñðåäñòâ, â ðåçóëüòàòå êîòîðîãî äëÿ ñîçäàíèÿ áàçû äàí-

íûõ èñïîëüçîâàí MySQL. Äëÿ ðàçðàáîòêè ëîãè÷åñêîé ÷àñòè èíôîðìàöèîííî-

àíàëèòè÷åñêîé ñèñòåìû èñïîëüçîâàëñÿ ÿçûê Python, äëÿ ðåàëèçàöèè ìåòîäîâ

èíòåëëåêòóàëüíîãî àíàëèçà äàííûõ èñïîëüçîâàëèñü ñóùåñòâóþùèå áèáëèî-

òåêè Python. Äëÿ ðàçðàáîòêè èíòåðôåéñà áûëà ïðèìåíåíà áèáëèîòåêà Eel,

êîòîðàÿ èñïîëüçóåòñÿ äëÿ íàñòðîéêè ñâÿçè ëîãè÷åñêîé ÷àñòè ïðèëîæåíèÿ,

íàïèñàííîé íà ÿçûêå Python, ñ ãðàôè÷åñêèì èíòåðôåéñîì, íàïèñàííûì íà

HTML, CSS è JavaScript.

Áûëà ñïðîåêòèðîâàíà è ðàçðàáîòàíà àðõèòåêòóðà èíôîðìàöèîííî-àíà-

ëèòè÷åñêîé ñèñòåìû, êîòîðàÿ ïîçâîëÿåò:

� êîíâåðòèðîâàòü è õðàíèòü äàííûå î êîìïàíèÿõ;

� äîáàâëÿòü íîâûå êîìïàíèè;

� âûáèðàòü ìåòîäû íîðìàëèçàöèè;

� íàñòðàèâàòü ïàðàìåòðû êëàñòåðèçàöèè;

� íàñòðàèâàòü ïàðàìåòðû êëàññèôèêàöèè;

� ôîðìèðîâàòü îïèñàòåëüíóþ ñòàòèñòèêè ïî èñõîäíûì íàáîðàì äàííûõ;

� ôîðìèðîâàòü îáó÷àþùèå âûáîðêè äëÿ êëàññèôèêàöèè íà îñíîâå êëà-

ñòåðíîé ìîäåëè;

� âûâîäèòü ðåçóëüòàòû àíàëèçà â ôàéë;

� âèçóàëèçèðîâàòü ðåçóëüòàòû;

� îöåíèâàòü äèíàìèêó ðàçâèòèÿ ÈÊÒ-êîìïàíèé.

Áûë ïðîèçâåäåí ñðàâíèòåëüíûé àíàëèç ìåòîäîâ Data Mining, â ðåçóëü-

òàòå êîòîðîãî ìåòîä k -ñðåäíèõ èñïîëüçîâàí äëÿ ïîñòðîåíèÿ êëàñòåðíîé ìî-

äåëè, ìåòîä äåðåâüåâ ðåøåíèé � äëÿ ïîñòðîåíèÿ êëàññèôèêàöèîííîé ìîäåëè.

Ðàçðàáîòàííîå ïðèëîæåíèå ïîçâîëÿåò ïðèìåíÿòü àëãîðèòìû êëàñòåðè-

çàöèè è êëàññèôèêàöèè äëÿ äàëüíåéøåãî îòñëåæèâàíèÿ äèíàìèêè ðàçâèòèÿ

êîìïàíèé ÈÊÒ-ñåêòîðà. Èíòåðôåéñ ïðèëîæåíèÿ ïîçâîëÿåò ñîâìåñòèòü ïðî-

ñòîòó èñïîëüçîâàíèÿ è âîçìîæíîñòü ïðèìåíåíèÿ ðàçëè÷íûõ ìåòîäèê èíòåë-

ëåêòóàëüíîãî àíàëèçà äàííûõ.

Äëÿ êîìïàíèé ÈÊÒ-ñåêòîðà Ïðèâîëæñêîãî ôåäåðàëüíîãî îêðóãà áûëè

ïîñòðîåíû êëàñòåðíàÿ è êëàññèôèêàöèîííàÿ ìîäåëè, ÷òî ïîçâîëèëî îöåíèòü

äèíàìèêó ðàçâèòèÿ â ýòîé îòðàñëè äëÿ ðåãèîíîâ Ïðèâîëæñêîãî ôåäåðàëü-
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íîãî îêðóãà. Ðåçóëüòàòû ïîêàçàëè, ÷òî äèíàìèêà íå íàáëþäàåòñÿ, òàê êàê

çíà÷èòåëüíûõ èçìåíåíèé ïî êëàñòåðàì íå ïðîèçîøëî. Äàëüíåéøåå íàïðàâ-

ëåíèå èññëåäîâàíèÿ ìîæåò âêëþ÷àòü àíàëèç ðàçëè÷íûõ ãðóïï ïîêàçàòåëåé

ñ ó÷åòîì ðàññìîòðåíèÿ êîìïàíèé íå òîëüêî â îòäåëüíûõ ðåãèîíàõ, íî è ïî

Ðîññèéñêîé Ôåäåðàöèè â öåëîì.
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