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ÂÂÅÄÅÍÈÅ

Â ñîâðåìåííîì ìèðå ëþäè äîâîëüíî ñâîáîäíû â âûðàæåíèè ñîáñòâåí-

íîãî ìíåíèÿ, êîòîðîå çàíèìàåò öåíòðàëüíîå ìåñòî ïðàêòè÷åñêè âî âñåé ÷åëî-

âå÷åñêîé äåÿòåëüíîñòè, è îêàçûâàþò êëþ÷åâîå âëèÿíèå íà íàøå ïîâåäåíèå.

Íàøè ñîáñòâåííûå óáåæäåíèÿ, âîñïðèÿòèå è âûáîð, êîòîðûé ìû ñîâåðøàåì,

â çíà÷èòåëüíîé ñòåïåíè çàâèñÿò îò òîãî, êàê äðóãèå ëþäè âèäÿò è îöåíèâàþò

ìèð. Èìåííî ïîýòîìó ïðè ïðèíÿòèè òîãî èëè èíîãî ðåøåíèÿ, ìû ÷àñòî èùåì

ìíåíèå îêðóæàþùèõ ïî ýòîìó ïîâîäó. Äàííîå ñóæäåíèå âåðíî íå òîëüêî â

îòíîøåíèè ëþäåé, íî è îðãàíèçàöèé.

Ñ ðîñòîì ñîöèàëüíûõ ñåòåé â Èíòåðíåòå, îðãàíèçàöèè íà÷àëè ïðèäà-

âàòü ïåðâîñòåïåííîå çíà÷åíèå àíàëèçó ìíåíèé ëþäåé, â ñâÿçè ñ òåì, ÷òî ýòî

èõ åäèíñòâåííûé ïóòü ê ãëóáîêîìó ïîíèìàíèþ ñâîåé êëèåíòñêîé áàçû è èõ

îæèäàíèé îò áðåíäà. Ïðîñìîòð ñîöèàëüíûõ ñåòåé ìîæåò ïîìî÷ü îðãàíèçàöè-

ÿì ïîíÿòü æàëîáû è ïðîáëåìû ñâîèõ êëèåíòîâ, ÷òî â êîíå÷íîì ñ÷åòå ïîìîãàåò

èì â áóäóùåì óëó÷øàòü è ðàñøèðÿòü êàê ñôåðó ñâîèõ óñëóã, òàê è öåëåâóþ

àóäèòîðèþ.

Âïåðâûå â èñòîðèè ÷åëîâå÷åñòâà ó íàñ åñòü îãðîìíûé îáúåì ìíåíèé,

çàïèñàííûõ â öèôðîâîì âèäå. Áåç ýòèõ äàííûõ áûëî áû íåâîçìîæíî ïðîâå-

ñòè ìíîæåñòâî ñîâðåìåííûõ èññëåäîâàíèé. Íåóäèâèòåëüíî, ÷òî çàðîæäåíèå

è áûñòðûé ðîñò, òàêîé îáëàñòè çíàíèé êàê ¾Àíàëèç òîíàëüíîñòè¿ ñîâïàäà-

þò ñ òàêîâûìè â ñîöèàëüíûõ ñåòÿõ. Ôàêòè÷åñêè, àíàëèç òîíàëüíîñòè ñåé÷àñ

íàõîäèòñÿ â öåíòðå èññëåäîâàíèé ñîöèàëüíûõ ñåòåé. Ñëåäîâàòåëüíî, èññëåäî-

âàíèÿ â îáëàñòè àíàëèçà íàñòðîåíèé èìåþò âàæíîå âëèÿíèå íà òàêèå îáëàñòè

êàê ïîëèòîëîãèÿ, ýêîíîìèêà, ìàðêåòèíã, ñîöèîëîãèÿ, ïñèõîëîãèÿ, ïîñêîëüêó

âñå îíè ïîäâåðæåíû âëèÿíèþ ìíåíèÿ ëþäåé.

Àíàëèç òîíàëüíîñòè òåêñòà (sentiment analysis) � ýòî îáëàñòü ëèíãâè-

ñòèêè, êîòîðàÿ çàíèìàåòñÿ âûÿâëåíèåì ýìîöèîíàëüíîé îöåíêè àâòîðà ïî îò-

íîøåíèþ ê òàêèì ñóùíîñòÿì, êàê ïðîäóêòû, òîâàðû, óñëóãè, îðãàíèçàöèè è

ïðî÷èå [1]. Òàê àíàëèç òîíàëüíîñòè ìîæíî ðàññìàòðèâàòü, êàê ìåòîä êîëè÷å-

ñòâåííîãî îïèñàíèÿ êà÷åñòâåííûõ äàííûõ, ðåàëèçóåìûé ïóòåì ïðèñâàèâàíèÿ

íåêîòîðûõ îöåíîê íàñòðîåíèÿ.

Êàæäûé ñàéò ñ îòçûâàìè íà òîò èëè èíîé îáúåêò, ñîäåðæèò îãðîìíûé

îáúåì ðàçíîîáðàçíûõ ìíåíèé ïî îòíîøåíèþ ê íåìó, ïîýòîìó ñðåäíåñòàòè-

ñòè÷åñêèé ïîëüçîâàòåëü èñïûòûâàåò òðóäíîñòè ñ èçâëå÷åíèåì è îáîáùåíè-
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åì ìíåíèé íà ïîäîáíûõ ñàéòàõ. Ê òîìó æå ïî îòíîøåíèþ ê îðãàíèçàöèÿì,

ìíåíèÿ î êîìïàíèè ìîãóò ñîäåðæàòüñÿ íå òîëüêî â ñîöèàëüíûõ ñåòÿõ (âíåø-

íèå äàííûå), íî è âíóòðè êîìïàíèè (âíóòðåííèå äàííûå), òàêèå êàê îòçûâû

êëèåíòîâ, ñîáðàííûå èç ýëåêòðîííûõ ïèñåì è öåíòðîâ îáðàáîòêè âûçîâîâ,

èëè ðåçóëüòàòû îïðîñîâ, ïðîâåäåííûõ îðãàíèçàöèÿìè. È îáúåì òàêèõ äàí-

íûõ ìîæåò áûòü êîëîññàëüíûì è ñîâåðøåííî íå ïðèãîäíûì äëÿ îáðàáîòêè

èõ ¾âðó÷íóþ¿, èç-çà áîëüøèõ ïðîèçâîäñòâåííûõ çàòðàò.

Òàêèì îáðàçîì, íåîáõîäèìû àâòîìàòèçèðîâàííûå ñèñòåìû àíàëèçà òî-

íàëüíîñòè. Äëÿ åãî îïðåäåëåíèÿ èñïîëüçóþòñÿ ðàçíûå ìåòîäû, ñàìûì àêòó-

àëüíûì è ÷àñòî èñïîëüçóåìûì â íàøå âðåìÿ ÿâëÿåòñÿ ìàøèííîå îáó÷åíèå, â

òîì ÷èñëå íåéðîííûå ñåòè.

Öåëüþ âûïóñêíîé êâàëèôèêàöèîííîé ðàáîòû ÿâëÿåòñÿ ðàçðàáîòêà ïðè-

ëîæåíèÿ äëÿ àíàëèçà òîíàëüíîñòè òåêñòà ñ èñïîëüçîâàíèåì íåéðîííûõ ñåòåé.

Äëÿ äîñòèæåíèÿ ïîñòàâëåííîé öåëè áûëè ñôîðìóëèðîâàíû è ðåøåíû

ñëåäóþùèå çàäà÷è:

1. Ñèñòåìàòèçàöèÿ çíàíèé î íåéðîííûõ ñåòÿõ

2. Èçó÷åíèå ìåòîäîâ îáðàáîòêè åñòåñòâåííîãî ÿçûêà

3. Èçó÷åíèå ïðîãðàììíûõ âîçìîæíîñòåé ÿçûêà python â ïîñòðîåíèè íåé-

ðîííûõ ñåòåé

4. Ïîñòðîåíèå íåñêîëüêèõ âèäîâ íåéðîííûõ ñåòåé äëÿ àíàëèçà òîíàëüíî-

ñòè òåêñòà è ñðàâíåíèå ïîëó÷åííûõ ðåçóëüòàòîâ îáó÷åíèÿ

5. Ïîñòðîåíèå ïîëüçîâàòåëüñêîãî web-ïðèëîæåíèÿ äëÿ àíàëèçà òîíàëüíî-

ñòè îòçûâîâ

6. Ïðîâåäåíèå òåñòèðîâàíèÿ ïðèëîæåíèÿ íà îòçûâàõ èç ñîöèàëüíûõ ñåòåé
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ÎÑÍÎÂÍÎÅ ÑÎÄÅÐÆÀÍÈÅ ÐÀÁÎÒÛ

1. Íåéðîííûå ñåòè

Íåéðîííàÿ ñåòü ïðåäñòàâëÿåò ñîáîé ñåòü èñêóññòâåííûõ íåéðîíîâ, êî-

òîðûå ñâÿçàíû ìåæäó ñîáîé ñèíàïñàìè.

Ôîðìàëüíûå íåéðîíû ìîãóò áûòü îáúåäèíåíû â ñåòè ðàçëè÷íûìè ñïî-

ñîáàìè. Â äèïëîìíîé ðàáîòå èñïîëüçóþòñÿ ñëåäóþùèå âèäû íåéðîííûõ ñåòåé:

� Ñâåðòî÷íàÿ íåéðîííàÿ ñåòü (CNN)

� LSTM-ñåòü

� GRU-ñåòü

1.1 Ôîðìàëüíûé íåéðîí

Íåéðîí � ýòî ñëîæíàÿ ñèñòåìà, ìàòåìàòè÷åñêàÿ ìîäåëü êîòîðîãî äî ñèõ

ïîð íå èìååò ïîëíîé ðåàëèçàöèè [3]. Ñóùåñòâóåò ìíîæåñòâî ìîäåëåé, ðàçëè-

÷àþùèõñÿ âû÷èñëèòåëüíîé ñëîæíîñòüþ è ñõîäñòâîì ñ ðåàëüíûì íåéðîíîì.

Îäíîé èç âàæíåéøèõ ìîäåëåé ÿâëÿåòñÿ ôîðìàëüíûé íåéðîí. Ôîðìàëüíûé

íåéðîí ñîñòîèò èç âçâåøåííîãî ñóììàòîðà è íåëèíåéíîãî ýëåìåíòà, ïàðàìåò-

ðàìè ôîðìàëüíîãî íåéðîíà, îïðåäåëÿþùèìè åãî ðàáîòó, ÿâëÿåòñÿ âèä ôóíê-

öèè àêòèâàöèè F .

1.2 Ôóíêöèè àêòèâàöèè

Ôóíêöèÿ àêòèâàöèè îïðåäåëÿåò âûõîäíîå çíà÷åíèå íåéðîíà â çàâèñè-

ìîñòè îò ðåçóëüòàòà âçâåøåííîé ñóììû âõîäîâ è ïîðîãîâîãî çíà÷åíèÿ. Îñíîâ-

íûìè ôóíêöèÿìè àêòèâàöèè, èñïîëüçóåìûìè â äèïëîìíîé ðàáîòå ÿâëÿþòñÿ:

� Ëîãè÷åñêàÿ ôóíêöèÿ (ñèãìîèäà)

� Ãèïåðáîëè÷åñêèé òàíãåíñ

� ReLU-ôóíêöèÿ (recti�ed linear unit)

� SOFTMAX-ôóíêöèÿ

1.2 Ìåòîäû îáó÷åíèÿ

Ïåðåä òåì êàê íåéðîííóþ ñåòü ìîæíî áóäåò èñïîëüçîâàòü äëÿ ðåøå-

íèÿ ïîñòàâëåííîé çàäà÷è, åå íóæíî îáó÷èòü. Ïðîöåññîì îáó÷åíèÿ íåéðîííîé

ñåòè íàçûâàåòñÿ ïîäñòðîéêà âíóòðåííèõ ïàðàìåòðîâ ñåòè ïîä ðåøàåìóþ çà-

äà÷ó. Àëãîðèòìû îáó÷åíèÿ èòåðàòèâíûå, êàæäûé øàã àëãîðèòìà íàçûâàåòñÿ

ýïîõîé èëè öèêëîì.

Ñóùåñòâóåò äâà ìåòîäà îáó÷åíèÿ íåéðîííûõ ñåòå: îáó÷åíèå ñ ó÷èòåëåì

è áåç.

Â äàííîé ðàáîòå èñïîëüçóåòñÿ îáó÷åíèå ñ ó÷èòåëåì. Îáó÷åíèåì ñ ó÷èòå-
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ëåì (supervised learning) � ìåòîä, ïðè êîòîðîì íà ìîìåíò îáó÷åíèÿ èçâåñòíà

ñàìà çàäà÷à è åå ðåøåíèå, òî åñòü ó íàñ åñòü èçâåñòíûå âõîäíûå è âûõîäíûå

âåêòîðà ñåòè.

Äîñòîèíñòâà äàííîãî ïîäõîäà:

� õîðîøàÿ òî÷íîñòü ïðè îïðåäåëåíèè òîíàëüíîñòè

� íà îñíîâå îáó÷àþùåé âûáîðêè êëàññèôèêàòîð ñàìîñòîÿòåëüíî âûäåëÿ-

åò ïðèçíàêè, âëèÿþùèå íà òîíàëüíîñòü. Òàêèì îáðàçîì, ïðîáëåìà çà-

âèñèìîñòè îò ïðåäìåòíîé îáëàñòè ðåøàåòñÿ ñ ïîìîùüþ èñïîëüçîâàíèÿ

îáó÷àþùåé âûáîðêè èç òîé æå îáëàñòè

� ñóùåñòâóåò ìíîæåñòâî ñïîñîáîâ óëó÷øèòü òî÷íîñòü

Íåäîñòàòêè äàííîãî ïîäõîäà:

� òðåáóåòñÿ ðàçìå÷åííàÿ îáó÷àþùàÿ âûáîðêà

� ðåçóëüòàòû ìîãóò ñèëüíî çàâèñåòü îò âûáðàííîãî àëãîðèòìà, åãî ïàðà-

ìåòðîâ, îáó÷àþùåé âûáîðêè

1.3 Ïîäáîð ãèïåðïàðàìåòðîâ

Ïåðåä òåì êàê ïåðåéòè ê ïîñòðîåíèþ ìîäåëè íåéðîííîé ñåòè â python

íåîáõîäèìî óñòàíîâèòü åå áóäóùóþ àðõèòåêòóðó: êîëè÷åñòâî ñëîåâ, ôóíêöèè

àêòèâàöèè, ìåòîä îïòèìèçàòîðà è ïð., êîòîðûå íîñÿò íàçâàíèÿ ãèïåðïàðà-

ìåòðîâ ñåòè.

Äëÿ ýòîé çàäà÷è â äèïëîìíîé ðàáîòå èñïîëüçóåòñÿ ìåòîä áàéåñîâñêîé

îïòèìèçàöèè äëÿ ïîèñêà ãèïåðïàðàìåòðîâ íåéðîííîé ñåòè.

Áàéåñîâñêèé ïîäõîä îñíîâàí íà èäåå, ÷òî äëÿ âûáîðà ëó÷øåé îáëàñòè

ïðîñòðàíñòâà ãèïåðïàðàìåòðîâ ñëåäóåò ó÷èòûâàòü èñòîðèþ óæå ðàññìîòðåí-

íûõ òî÷åê, â êîòîðûõ óæå áûëè ïîëó÷åíû ðåçóëüòàòû îáó÷åíèÿ ìîäåëè [5].

Áàéåñîâñêèé àëãîðèòì îïòèìèçàöèè èìååò äâà îñíîâíûõ êîìïîíåíòà:

� Âåðîÿòíîñòíàÿ ìîäåëü ôóíêöèè: ñòðîèòñÿ âåðîÿòíîñòíàÿ ìîäåëü ôóíê-

öèè f [x], èñïîëüçóÿ èíôîðìàöèþ î òî÷êàõ â êîòîðûõ óæå ïîëó÷åíî çíà-

÷åíèå ôóíêöèè

� Ôóíêöèÿ ïîëó÷åíèÿ: âûáèðàåòñÿ ñëåäóþùàÿ òî÷êà äëÿ àíàëèçà

2 Àíàëèç òîíàëüíîñòè òåêñòà

Àíàëèç òîíàëüíîñòè - ýòî àâòîìàòè÷åñêèé àíàëèç ìíåíèé è ýìîöèîíàëü-

íî îêðàøåííîé ëåêñèêè, èìåþùèåñÿ â òåêñòå [3].

Çàäà÷à àíàëèçà òîíàëüíîñòè òåêñòà ÿâëÿåòñÿ çàäà÷åé êëàññèôèêàöèè.

Àëãîðèòì êëàññèôèêàöèè òðåíèðóåòñÿ íà îñíîâå îáó÷àþùåé âûáîðêè, ñîñòî-
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ÿùåé èç äîêóìåíòîâ, êëàññû êîòîðûõ çàðàíåå èçâåñòíû.

Â îáùåì âèäå çàäà÷à òåêñòîâîé êëàññèôèêàöèè îïðåäåëÿåòñÿ ñëåäóþ-

ùèì îáðàçîì:

Ïóñòü ñóùåñòâóåò îïèñàíèå äîêóìåíòà d ∈ X, ãäå X �� ìíîæåñòâî

âñåõ äîêóìåíòîâ, è ôèêñèðîâàííûé íàáîð ìåòîê Y = {y1, y2, ..., yN}. Èç îáó-
÷àþùåé âûáîðêè (ìíîæåñòâà äîêóìåíòîâ ñ çàðàíåå èçâåñòíûìè ìåòêàìè)

D = {(x, y)|(x, y) ∈ X × Y } ñ ïîìîùüþ ìåòîäà îáó÷åíèÿ Γ íåîáõîäèìî

ïîëó÷èòü êëàññèôèöèðóþùóþ ôóíêöèþ (èëè êëàññèôèêàòîð) Γ(D) = γ,

êîòîðàÿ îòîáðàæàåò äîêóìåíòû â êëàññû γ : X → Y . Â çàäà÷å îïðåäåëå-

íèÿ òîíàëüíîñòè ìíîæåñòâî Y ñîñòîèò èç äâóõ ýëåìåíòîâ {ïîëîæèòåëüíûé,
îòðèöàòåëüíûé} [4].

2.1 Îáðàáîòêà åñòåñòâåííîãî ÿçûêà. Ïðåäâàðèòåëüíàÿ îáðà-

áîòêà

Îáðàáîòêà åñòåñòâåííîãî ÿçûêà (ÍËÏ) - ìåæäèñöèïëèíàðíàÿ îáëàñòü,

ëåæàùàÿ íà ñòûêå ëèíãâèñòèêè è èíôîðìàòèêè (â ÷àñòíîñòè, èñêóññòâåííîãî

èíòåëëåêòà) [5].

Ïðåäâàðèòåëüíàÿ îáðàáîòêà òåêñòîâûõ äàííûõ ÿâëÿåòñÿ âàæíûì øà-

ãîì, ïîñêîëüêó îíà äåëàåò íåîáðàáîòàííûé òåêñò ãîòîâûì äëÿ àíàëèçà, ò.

å. ñòàíîâèòñÿ ïðîùå èçâëåêàòü èíôîðìàöèþ èç òåêñòà è ïðèìåíÿòü ê íåìó

àëãîðèòìû ìàøèííîãî îáó÷åíèÿ. Åñëè ïðîïóñòèòü ýòîò øàã, òî íåéðîííàÿ

ñåòü áóäåò ðàáîòàòü ñ áîëüøèìè è íåñîãëàñîâàííûìè äàííûìè. Öåëü ýòîãî

øàãà ñîñòîèò â òîì, ÷òîáû î÷èñòèòü òåêñò îò íåíóæíûõ ñèìâîëîâ èëè ñëîâ,

êîòîðûé íå âëèÿþò íà ðåçóëüòàòû àíàëèçà òîíàëüíîñòè.

Â äàííîé ðàáîòå ïðîâîäÿòñÿ ñëåäóþùèå îïåðàöèè ñ òåêñòîì:

� óñòàíîâêà âñåõ ñèìâîëîâ â íèæíèé ðåãèñòð

� óäàëåíèå çíàêîâ ïóíêòóàöèè

� óäàëåíèå ñîêðàùåíèÿ ñëîâ

� êîððåêöèÿ îðôîãðàôèè

� óäàëåíèå øóìà

� ëåììàòèçàöèÿ

� óäàëåíèå ñòîï-ñëîâ

2.2 Ðåçóëüòàòû ðàáîòû íåéðîííûõ ñåòåé

Â ðåçóëüòàòå îáó÷åíèÿ è òåñòèðîâàíèÿ îïèñàííûõ â ïðåäûäóùèõ ðàç-

äåëàõ íåéðîííûõ ñåòåé, áûëè ïîëó÷åíû ñëåäóþùèå ðåçóëüòàòû (ðèñóíîê 1):
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Ðèñóíîê 1 � Ñðàâíåíèå ðàáîòû íåéðîííûõ ñåòåé

Èç ïîëó÷åííûõ ðåçóëüòàòîâ ìîæíî ñäåëàòü âûâîä ÷òî ïðåäâàðèòåëüíàÿ

îáðàáîòêà ïîçâîëÿåò ïîâûñèòü óðîâåíü òî÷íîñòè îáó÷åíèÿ, â áîëåå ñëîæíîé

çàäà÷å êëàññèôèêàöèè íà 5 êëàññîâ ïðèáëèçèòåëüíî íà 30%, ïðè êëàññèôè-

êàöèè íà äâà êëàññà òî÷íîñòü óâåëè÷èâàåòñÿ ïðèáëèçèòåëüíî íà 7%.

Ïî ðåçóëüòàòàì, ïîëó÷åííûì ðàíåå, áûëî âûÿâëåíî, ÷òî èç ðàññìîòðåí-

íûõ ñåòåé: LSTM-ñåòü ëó÷øå âñåõ ïîäõîäèò äëÿ êà÷åñòâåííîãî àíàëèçà òî-

íàëüíîñòè òåêñòîâ, ïîýòîìó â îñíîâå ïîñòðîåííîãî ïðèëîæåíèÿ áóäåò ëåæàòü

èìåííî îíà.

3 Ïîñòðîåíèå ïîëüçîâàòåëüñêîãî web-ïðèëîæåíèÿ

Ïðèëîæåíèå ïîñòðîåíî ñ ïîìîùüþ ïðîãðàììíûõ âîçìîæíîñòåé ÿçûêà

python è Streamlit. Streamlit �� ýòî âåá-ôðåéìâîðê, ïðåäíàçíà÷åííûé äëÿ

ñîçäàíèÿ èíòåðôåéñîâ ïðèëîæåíèé è èìåþùèé øèðîêèé êðóã âîçìîæíîñòåé,

òàêèõ êàê ðàáîòà ñ íåéðîííûìè ñåòÿìè [6].

Àëãîðèòì ðàáîòû ïîñòðîåííîãî ïðèëîæåíèÿ ïðåäñòàâëåí íà ðèñóíêå 2:
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Ðèñóíîê 2 � Àëãîðèòì ðàáîòû ïðèëîæåíèÿ

Òàêèì îáðàçîì ïðèëîæåíèå ìîæåò àíàëèçèðîâàòü îòçûâû íà äâà è ïÿòü

êëàññîâ:

� ââåäåííûå âðó÷íóþ â ïðèëîæåíèè

� íàõîäÿùèåñÿ â ôàéëå
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Ðåçóëüòàòû ðàáîòû ïðèëîæåíèÿ íà îòçûâå, íàïèñàííîì âðó÷íóþ, äëÿ

äâóõ ìåòîäîâ ïðåäñòàâëåíû íà ðèñóíêàõ 3 è 4.

Ðèñóíîê 3 � Ðåçóëüòàò ðàáîòû ïðèëîæåíèÿ ïðè îöåíêå îòçûâà íà äâà êëàññà

Ðèñóíîê 4 � Ðåçóëüòàò ðàáîòû ïðèëîæåíèÿ ïðè îöåíêå îòçûâà íà ïÿòü
êëàññîâ
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Íàáîðîì äàííûõ äëÿ òåñòèðîâàíèÿ îòçûâîâ èç ôàéëà, áûëè âçÿòû 3

âûáîðêè ñ ñàéòà ¾kaggle¿ [7], êîòîðûé ïðåäîñòàâëÿåò íàáîðû äàííûõ èç ðàç-

ëè÷íûõ èñòî÷íèêîâ. Äëÿ òåñòèðîâàíèÿ âîçüìåì îòçûâû:

� íà ìàãàçèí ìóçûêàëüíûõ èíñòðóìåíòîâ � íàáîð äàííûõ ñîäåðæèò 10

261 îòçûâ [8]

� î ðåñòîðàíå Beyond Flavours � íàáîð äàííûõ ñîäåðæèò 9819 îòçûâîâ [9]

� íà êîìïàíèþ Universal Studio - íàáîð äàííûõ ñîäåðæèò 50904 îòçûâ [10]

Êîëè÷åñòâî îòçûâîâ â íàáîðàõ äàííûõ ðàçäåëåííûå íà êëàññû, ïðåä-

ñòàâëåíû íà ðèñóíêå 5:

Ðèñóíîê 5 � Êîëè÷åñòâî îòçûâîâ â íàáîðàõ äàííûõ ðàçäåëåííûå íà êëàññû

Ðåçóëüòàòû ðàáîòû ïðîãðàììû íà ýòèõ íàáîðàõ äàííûõ ïðåäñòàâëåíû

íà ðèñóíêå 6:

Ðèñóíîê 6 � Ðåçóëüòàòû ðàáîòû ïðîãðàììû

Èç ïîëó÷åííûõ äàííûõ ìîæíî ñäåëàòü âûâîä, ÷òî îöåíêà îòçûâîâ íà 2

êëàññà ðàáîòàåò òî÷íåå, ÷åì îöåíêà íà 5 êëàññîâ.

Â ñàìîì ïðèëîæåíèè ìîæíî òàêæå óâèäåòü ðåçóëüòàò ðàáîòû â âèäå

ãðàôèêà è òàáëèöû (ðèñóíêè 7 è 8).
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Ðèñóíîê 7 � Ðåçóëüòàò ðàáîòû ïðèëîæåíèÿ ïðè îöåíêå ôàéëà ñ îòçûâàìè íà
äâà êëàññà
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Ðèñóíîê 8 � Ðåçóëüòàò ðàáîòû ïðèëîæåíèÿ ïðè îöåíêå ôàéëà ñ îòçûâàìè íà
ïÿòü êëàññîâ
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ÇÀÊËÞ×ÅÍÈÅ

Â ðàìêàõ âûïóñêíîé êâàëèôèêàöèîííîé ðàáîòû áûëè ðåøåíû ñëåäóþ-

ùèå çàäà÷è:

� èçó÷åíû ìåòîäû îáðàáîòêè åñòåñòâåííîãî ÿçûêà è ñèñòåìàòèçèðîâàíû

çíàíèÿ î ðàáîòå íåéðîííûõ ñåòåé. Â ðåçóëüòàòå ïðèìåíåíèÿ ýòèõ ìå-

òîäîâ ê ïîñòðîåííûì â ðàáîòå íåéðîííûì ñåòÿì áûëî âûÿâëåíî óëó÷-

øåíèå êà÷åñòâà ðàáîòû ñâûøå ÷åì íà 30% ïðè ðàçäåëåíèè îòçûâîâ íà

ïÿòü êëàññîâ, è íà 7% ïðîöåíòîâ ïðè ðàçäåëåíèè íà äâà êëàññà.

� ïîñòðîåíû è ïðîòåñòèðîâàíû LSTM, GRU è CNN-ñåòè. Äëÿ ðàçðàáîòêè

ñåòåé èñïîëüçîâàëèñü áèáëèîòåêè ÿçûêà Python Â ðåçóëüòàòå òåñòèðî-

âàíèÿ áûëî ïîêàçàíî ÷òî LSTM-ñåòè ïîêàçûâàþò ëó÷øèé ðåçóëüòàò ïðè

ðåøåíèè çàäà÷è àíàëèçà òîíàëüíîñòè.

� ðàçðàáîòàíî è ïðîòåñòèðîâàíî ïîëüçîâàòåëüñêîå web-ïðèëîæåíèå, êîòî-

ðîå ïîçâîëÿåò ïðîâîäèòü àíàëèç òîíàëüíîñòè ââåäåííûõ ïîëüçîâàòåëåì

îòçûâû â àâòîìàòè÷åñêîì ðåæèìå.

12



ÑÏÈÑÎÊ ÈÑÏÎËÜÇÎÂÀÍÍÛÕ ÈÑÒÎ×ÍÈÊÎÂ

1 Pang B. & Lee L. Opinion Mining and Sentiment Analysis / Foundations and

Trends in Information Retrieval, v.2 n.1-2, January, 2008 - 135 ñ.

2 Õàéêèí, Ñ. Íåéðîííûå ñåòè: ïîëíûé êóðñ / Ñ. Õàéêèí. � Ì.: Âèëüÿìñ,

2006. � 1104 ñ.

3 Sentiment Analysis: What's with the Tone? [Ýëåêòðîííûé ðåñóðñ] : [ñàéò].

� URL:https://www.infoq.com/articles/sentiment-analysis-whats-with-the-

tone/ � Çàãë. ñ ýêðàíà. (äàòà îáðàùåíèÿ 13.03.2021 ã.)

4 Simon Tong è Daphne Koller. �Support vector machine active learning with

applications to text classi�cation�. Â: The Journal of Machine Learning

Research (2002), ñ. 45�66

5 Bird, S., Klein, E., and Loper, E. (2009). Natural Language Processing With

Python. California, CA: O'Reilly Media.

6 Streamlit [Ýëåêòðîííûé ðåñóðñ] : [ñàéò]. � URL: https://streamlit.io/ �

Çàãë. ñ ýêðàíà. (äàòà îáðàùåíèÿ 18.05.2021 ã.)

7 Kaggle [Ýëåêòðîííûé ðåñóðñ] : [ñàéò]. � URL: https://www.kaggle.com/ �

Çàãë. ñ ýêðàíà. (äàòà îáðàùåíèÿ 29.05.2021 ã.)

8 Musical_instruments_reviews.csv [Ýëåêòðîííûé ðåñóðñ] : [ñàéò].

� URL: https://www.kaggle.com/eswarchandt/amazon-music-

reviews?select=Musical_instruments_reviews.csv � Çàãë. ñ ýêðàíà.

(äàòà îáðàùåíèÿ 29.05.2021 ã.)

9 Restaurant reviews.csv [Ýëåêòðîííûé ðåñóðñ] : [ñàéò]. �

URL: https://www.kaggle.com/batjoker/zomato-restaurants-

hyderabad?select=Restaurant+reviews.csv � Çàãë. ñ ýêðàíà. (äàòà

îáðàùåíèÿ 29.05.2021 ã.)

10 universal_studio_branches.csv [Ýëåêòðîííûé ðåñóðñ] : [ñàéò]. � URL:

https://www.kaggle.com/dwiknrd/reviewuniversalstudio � Çàãë. ñ ýêðàíà.

(äàòà îáðàùåíèÿ 29.05.2021 ã.)

13


	ВВЕДЕНИЕ
	ЗАКЛЮЧЕНИЕ
	СПИСОК ИСПОЛЬЗОВАННЫХ ИСТОЧНИКОВ
	ВВЕДЕНИЕ
	ЗАКЛЮЧЕНИЕ
	СПИСОК ИСПОЛЬЗОВАННЫХ ИСТОЧНИКОВ

