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BBEJAEHUE

AKTYaJIbHOCTb TEMBbI

B nocnennee Bpemss HEMPOHHBIE CETH HAXOASAT CBOE NMPUMEHEHUE BO MHO-
rux 3agadax. Camble KJIACCUYECKHUE 3aJla4, XOPOIIO PEIIAIIUEcs MPU MOMOIIH
HEUPOHHBIX CETEeH, — 3a/layu KiacCU(PUKaIuy, MPOrHO3UPOBAHUS, KIACTEPU3ALINH,
yrnpasiiennss U T.a. C TEUEHHEM BPEMEHHU JIFONM HaxXOAsAT MPUMEHSIOT Bce Oolee
CJI0’KHBIC MOJIEITN HEUPOHHBIX CETEH JJI pelIeHHs Oojiee CIOKHBIX 3amad. OmHOM
U3 TaKUX MOJIEJEN SIBISETCSl TeHepaTUuBHO-cocTszarenbHas cetb (GAN), KoTopyto
onucain Ax I'yndemnoy uz komnanuu Google B 2014 roay [1]]. 9Ta Moaens BbIIISAIAAT
OUYEHb MEPCIEKTUBHO U YK€ MPOBEPEHA U NMPUMEHEHA Ha MHOTHX 3aJadax.

[{enpro MarucTepckoi pabOThI SBISICTCS WCCICIOBAHUE TEMbl T€HEPATUBHO-
COCTA3ATEIbHBIX HEUPOHHBIX ceTell s peanm3auuu [10, pemratoiiero 3amavyy re-
HEpaIuu JIOTOTUMOB. ISl TOCTHKEHUS MaHHOW IeNH OyIyT PEIIeHBI CIeIYIONINe
3aJ1a4uM:

— TIPOBECTH 0030p OCHOBHBIX 3aJ1a4, PEIIaEMbIX HEHPOHHBIMHU CETSIMHM;

— pa3o0paTh MOJICNIb TEHEPATUBHO-COCTA3ATEIBHBIX CETEH U pPACCMOTPETH THIIBI
3a/1a4, pelIaeMbiX IpU UX MOMOIIIN;

— MPOAHATU3UPOBATH CYHIECTBYIOIINE BO3MOXHOCTH pe€alu3aliil MOJEIEH Tre-

HEPATUBHO-COCTA3ATEIIbHBIX CETEW;

— HaWTH U pa3o0paTh HEUPOHHBIC CETH, MOAXOMSIINE I PEIICHUS 3aa4M re-

HEpaIu JOTOTUIIOB;

— peayn30BaTh U OOYUUTh OJHY W3 MOAXOISAIINX MOJCIIEH;
— MPOAHATU3UPOBATH PE3YJbTATHl U BO3MOKHBIE AIBHEUIIINE YIYUIIECHUS pa-

OOTHI.

eab Marucrepckoi padoThl — UCCIEAOBAHUE TEMbI T€HEPATUBHO-COCTSI3a-
TEIbHBIX HEWPOHHBIX CETEH, Pa3IMYHBIX pealn3alliii Mojeel MOogoOHBIX CETEH,
AHAJIN3 PEIICHUN 3a/1a4, CXOXKHUX C 3a/1a4€i TeHEPALIUU JIOTOTUIIOB U YKE CylIECTBY-
IOIIUX PEHICHUM MOCTABIECHHOM 3adaun s peanusanuu 110, pemaroniero 3amauy
TE€HEepAaIMU JIOTOTUIIOB.

ITocTaBneHHas 1eab onpeaeania caeayliue 3a1a49u:

1. pa3oOparh MoIETh T€HEPATHUBHO-COCTA3ATEIIBHBIX CETEH U PACCMOTPETh THITHI
3a/1a4, pelaeMbiX TPy UX MOMOIIIN;
2. IpOaHATU3UPOBATh CYIIECTBYIOIINE BO3MOKHOCTH PEAM3AIMA MOJEJEN Tre-

HCPATHUBHO-COCTA3ATCIIbHBIX CeTeﬁ;



3. HaliTu U pa3o0paTh HEHPOHHBIC CETH, MOAXOMAAIINE ISl PEUICHUS 3a/1a4M Te-

HEepaluu JIOTOTUIIOB WJIM CMEXHBIX 3a]1ad;

4. peann3oBarb U 00y4YUTh OAHY U3 MOAXOASIIUX MOJETEH;
5. mpoaHaIU3UpOBaTh Pe3yabTaThl OOYUYEHUS U BO3ZMOXKHBIE NalbHEHIIINE YITyd-

HIeHUs1 padOoTHl.

MeTo0510r14ecKkie OCHOBBI HCIOJIb30BAHUS T€HEPATUBHO-COCTSI3aTEIbHBIX
HEHPOHHBIX CETEH B PEIICHUU 3a/1a4M CO3/IaHUsI TOTOTHIIOB U CXOXKHX 3aj]lad Mpej-
ctaBieHbl B pabotax Goodfellow, Luc, Brownlee, Sage, Agustsson, Timofte, u Van
Gool.

IIpakTn4yeckasi 3HAYMMOCTh MaruCTePCKOM padoThI

Jlannas paGoTa sBJISIETCSl 3HAUUMOM, TaK Kak 3ajlaya TeHEepaluH JIOTOTUIIOB
IIPH IOMOIIIM T€HEPATUBHO-COCTA3ATEIBHBIX CETEH €I11e MaJio U3y4YeHa U B ATOH ce-
pP€ MOYKHO MPUIyMaTh MHOKECTBO PEIICHUH, TEHEPUPYIOLINX XOPOLIUE PE3YyIbTATHI.
JloroTurbel — Ba)kHasi 4acTh JOOOM OpraHu3aluy Wik BeO-caiita. OHM 3a4acTylo sB-
JISTFOTCSL BTOPBIM T10 3alIOMHUHAEMOCTH 0OBEKTOM (TI0CJIe Ha3BaHMS ), TOATOMY BaKHO
YMETh MOA00paTh KPACUBBIN U 3alIOMUHAIOIIMICS JTOTOTUI. ABTOMAaTH3alUsl pellie-
HUS JAHHOM 3a7ja4d MOKET COKOHOMHUTH MHOTO BPEMEHHU JU3aitHEpaM, UTO SIBISICTCS
€IIe OJHOM MPUYUHON 3HAYMMOCTH JAHHOW PaOOTHI.

CrpykTypa n 00beM padoThI

Marucrtepckas paboTra COCTOMT U3 BBEICHHUS, TPEX Pa3IeioB, 3aKJIIOYEHUS,
CITMCKa MCTIOJIb30BAHHBIX HCTOYHUKOB U 12 mpuiokennit. OOt o0beM paboThl —
112 crpanun, U3 HUX 57 CTpaHUI] — OCHOBHOE COJEpKaHUE, BKIIOUasi 37 PUCYHKOB,

CIIMCOK MCIOJIb30BAaHHBIX UCTOYHUKOB MH(POPMALIMN — 36 HaUMEHOBAHUI.



1 3agaya reHepanum JIOTOTHIIOB M IIYTH ee pelIeHus

DTOT pa3zen MOCBSIIEH OMHUCAHUIO TEPMHUHA <WIOTOTHID, 0003HAYEHUIO €r0
BAXHOCTH, a TaKkke (HOPMYIUPOBKE 3a/1a4¥ T€HEPAILlMU JIOTOTHIIOB U 0003HAYEHUIO
pElIeHHsT ATOM 3a1a4l B MarucTepcKon padore.

TepMuH «JTOTOTUID» OOBIYHO MPUMEHSETCA K JIIOOBIM TpadUUeCKUM W/WIU
mpru(TOBBIM 3HAKaM, CUMBOJIaM U 3MOJemMaM, KOTOpbIe MOTYT NMPUHAIIEkKaTh Qup-
MaM, OpTaHHU3aLUIM, TPOCKTaM M COOBITUSM, OTJEIBHBIM JIIOASIM, TOBApaM U yCIy-
ram. BaxkxHOCTb 3TOrO, Kazasoch Obl, Y3KOCIEUHUAIBLHOTO TU3aMHEPCKOTO KaHpa
UMEHHO 151 BeO-Tn3aiiHa OOBACHSAETCS MTPOCTO: OONBIITMHCTBO CTPAHUIl M CAMTOB B
coBpeMeHHOM MHTepHeTe coBceM HE HYXKIAIOTCS B OOMIIBHOM, «arpeCCUBHON» pe-
KJIaMe, @ MHOTHE HEKOMMEPUYECKHUE CANThI IPOCTO HE MOTYT MO3BOJIUTH ce0e UMETh
Takoro pona opopmieHue. [loaToMy He 4TO MHOE KakK JIOTOTUIT OYEHb YaCTO CIIy-
KUT OCHOBOM, INIABHBIM (2 Ha CTpaHUIIaX, OPOPMIICHHBIX B aKaJEMHUYECKOM CTHUJIE,
HEPEIKO U €AMHCTBEHHBIM) TpaUIeCKUM DIIEMEHTOM BeO-CTpaHUIIb [2]].

3amaya, pemaeMasi B HacCToAIIeH paboTe — 3a/1aya CO3/IaHusl JIOTOTUIIOB. JTa
3a/1a4a sSBIISCTCS TOBOJIBHO aKTyaJIbHOW Ha JAHHBIH MOMEHT BPEMEHH, TaK KakK MpH
OCHOBAaHHMHU TPAKTUYECKU 000U (PupMbl TpeOyeTcsi co3laHue MOIXOASAIIETo s
HEee, YHUKAJIbHOTO W TpHBIIEKAaTeIbHOTO jorotuna. OObIYHO 3TO# paboToil 3aHU-
MaloTCsl IU3aiHEphl, HO JJIS MOJTYYEHHUS XOPOILETo JIOTOTHMAa OOBIYHO TpedyeTcs
MOTPATUThH JIOBOJILHO MHOTO BpPeMEHHU M JAeHer. Ecnu pemiats 3Ty 3ajady aBTOMa-
TU3UPOBAHHO (MIPU YCIOBUHU TOTO, YTO PE3ybTaT OyeT JOCTATOUHO MOIXOISIINM),
MOXKHO OyJeT n30aBUTHCS TI0O MEHBIIIEH MEpe OT TPaThl OOJIBIIOTO KOJIMYECTBa Bpe-
MEHHU.

B aToli pabote naHHas 3agaya OyleT peuiaThCs MpU MOMOIIM FeHEPAaTUBHO-
COCTSI3aTeNIbHOM HeHpoHHOU ceTu. Jlanmee OymeT moapoOHO OMUCAaHO, YTO 3TO 3a
MOJIENIb U MoYeMy OyJeT MCIOJIb30BaThCs UMEHHO OHa. [loka ke MOXXHO CKa3arb,
YTO T€HEPATUBHO-COCTS3aTEIIbHBIE CETH OYEHb XOPOIIO YMEIOT «CO3[aBaTh» YTO-
00 WIM XK€ MPUOINKATh K PEAUTUCTUYHBIM Kakue-Tn00 HaOpOCKH, MOJlaHHbIE Ha
BXO]I.

Taxum 06pa3zoM, OblT 0003HAUEH TEPMUH «IOTOTHUID), €T0 BaXKHOCTh, ITEPEUHC-
JICHBbl OCHOBHBIE PEIICHUS 33]1a4i TeHEpaIiK JOTOTUIIOB U OMKUCaH CIOCO0 PEIICHHUS

TaHHOM 3aJ]a4¥ B MarucTEepPCKoil padore.



2 Onucanue mojae/ied HEMPOHHBIX CeTel, ONpeeeHre KIacca 3a1a4u

DTOT pas3zien MOCBAIIEH 0030py TEOPETHIECKUX MaTepHUaioB, HEOOXOAMMBIX
IJI CO3JIJaHUsI MOJIEJIM TE€HEPATUBHO-COCTA3aTEIIbHON HEMPOHHOW CETH, MOAXOMAS-
e JIJIs pelIeHus 3a/1a4i TeHepaliy JOTOTUIIOB, a TaKXKe 0030Py CYIIECTBYIOIINX
pEIIEHUH TAaHHOM 3aJ1a4d C HCIIOJIb30BAHUEM T'€HEPATUBHO-COCTA3ATEIILHBIX HEU-

POHHBIX CETEM.

2.1 HeiipoHHbIe ceTH
2.1.1 OcHoBHas nH(popmanus

HckyccrBennas HeliponHas cetb (MHC, B ganbHeiemM nojx HEHpOHHOU ce-
ThIO OyneT noapaszymeBarbcsi UMeHHO MHC) — maremaruueckast MoOzielb, a TAKXKE €€
IporpaMMHasl WM allllapaTHas pealu3alus, NOCTPOEHHAs MO NPUHUUITY OPTraHH-
3alMM ¥ (PyHKIIMOHUPOBAHUS OMOJIOTMYECKUX HEHPOHHBIX CETEH — ceTell HEpBHBIX
KJIETOK >KMBOTO OPTaHU3Ma. JTO MOHATHE BO3HUKJIIO IPU U3YYEHUU MPOLIECCOB, MPO-
TEKAIOIIKNX B MO3re, U MPU NONBITKE OMUCATh U KOMIIBIOTEPU3UPOBATh 3TH MPOLIEC-
cel. [lepBoii Takol MOMBITKOW ObUTM MpOcCTeiire HeilpoHHbIe ceTu Y. Makkanoka
u V. Ilurrca [3]], *MEHHO OHM W 3aJ0XKWJIM OCHOBBI MCKYCCTBEHHOIO HMHTEILIEK-
Ta U OJHUMH U3 NEPBBIX YBUJAEIU MPEICTABICHUE MO3ra KaK KOMIIBIOTEpPA, UYTO B
JajdbHEHIIEM CTUMYJIHMPOBAJIO Pa3BUTUE KUOEPHETHKH, TEOPETHUECKOU Hepodu-

3UO0JIOTHUH, & TAKKE KOMITBIOTEPHBIX HayK [4].

2.1.2 CBeprouHbIE HEMPOHHBIE CETH

Ceeprounas HelipoHHas ceTb (convolutional neural network, CNN)— cme-
[UaibHasl apXUTEKTypa UCKYCCTBEHHBIX HEUPOHHBIX CETEeH, MpenyoxeHHas SIHoM
JlekynoMm B 1988 rony u HanenenHas Ha a3 pekTUBHOE paciio3HaBaHue 00pa3oB. Mc-
MOJIb3YeT HEKOTOPhIE OCOOCHHOCTU 3PUTEIHHOM KOPBI, B KOTOPOW OBLIM OTKPBITHI
TaK Ha3bIBAEMbIC MPOCTHIE KJIETKH, PEAarupyIOIINe Ha TPSIMbIC JIMHUH O]l PA3HBIMU
yIJIaMU, U CJIOXHbBIEC KIJIETKH, PEaKIHsl KOTOPhIX CBA3aHa C aKTUBAIlUEH OmpeesieH-
HOro Habopa MpocThIX KJIeTOK. OCHOBHAs HEs TaKMX HEHUPOHHBIX CETEH 3aKIIo-
4yaeTcs B YEpelOBaHUM CBEPTOUHBIX clioeB (convolution layers) u cydnuckperu-
3UPYIONIUX cioeB (subsampling layers), Takke Ha3bIBAEMBIX CIOSMHU MOJBBIOOPKH
(pooling layers). CTpykTypa ceTu — OJHOHANpaBlIeHHAas, MHOTOCIOKWHAast. O0y4aeT-
Csl CTaHJAPTHBIMU METOJaMU (TaKMMH, KaK METOJ] 0OpaTHOrO pacrnpoCTpaHEHUs
OIIMOKHY, MCIIONB3YyeTCs yalie Bcero). HasBanuwe maHHas apXUTEKTypa MOITy4HIIa

U3-3a HAJIMYUS ONEpaldy CBEPTKHU, CyTh KOTOPOM B TOM, YTO Ka)KIblii parMeHT
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M300paKeHHs] YMHOXKAETCSl Ha Marpuily (s,Ip0) CBEPTKU MOIEMEHTHO, a pe3yjbTar
CYMMHUPYETCS U 3aIIUChIBAECTCS B aHAJIOTUYHYIO MMO3UIIMIO BBIXOAHOTO N300paKeHMS.

OcHoBHas uaest paboThl CBEPTOYHONW HEHPOHHOM CETH 3aKJII0YaeTcs B mepe-
XO0JIe OT KOHKPETHBIX 0COOCHHOCTEN M300pakeHUs K 0oJiee aOCTPAaKTHBIM JETaNIsIM,
U jasee K enie 0onee abCTPaKTHBIM JIETAJISIM BIUIOTh JI0 BBIACIICHUS TIOHSTUH BBICO-
Koro ypoBHs. [Ipu 3TOM ceTh camMOoHacTpanuBaeTCs U BhIpadaThIBaeT caMma HeOOXOIH-
MYI0 MepapXHio a0CTPaKTHBIX MPHU3HAKOB (ITOCIEI0BATEIbHOCTH KapT MPU3HAKOB),

(1)I/IJ'ILpr5I MaJIOBA)XHBIC JACTAJIM U BBIACIIAA CYIICCTBCHHELIC.

2.1.2.1 CrpykTypa CBEpTOUHON HEHPOHHOU CETH

B cBepTouHON HEHPOHHOW CETH BBIXOJABI MPOMEXKYTOUHBIX CJIOEB 00Opa3zy-
10T MaTpuiy (M300pakeHre) UiIn Habop MaTpuIl (HECKOJIBKO CI0EB M300PaKEHHUS ).
Tak, Hanpumep, Ha BXOJ CBEPTOYHOW HEUPOHHOM CETM MOXKHO IOJABaTh TPHU CIIOA
nzoopaxkenus (R-, G-, B-kananpl m3o0pakenus). OCHOBHBIMH BHJIaMH CJIOEB B
CBEPTOYHON HEHMPOHHOW CETU SIBISIIOTCA CBEpTOUHbIE ciou (convolutional layer),
nyauHroBbIe ciion (pooling layer) u monunocesizubie ciou (fully-connected layer).

CBepTouHBbIH €JIOH HEWPOHHON CETH MPEACTABISIET U3 ce0s MPUMEHEHUE
olepaluu CBEPTKU K BBIXOJIAaM C MPEIbIAYIIErO CIos, I Beca sjpa CBEPTKHU SB-
astoTess oOyyaeMbiMu mapamerpamu. Emne onuH oOydaeMblil BeC HCHONB3yeTCs B
Ka4eCTBE KOHCTAHTHOTO cJBUra (aHri. bias).

IynuHroBbIi cJI0¥ TIpU3BaH CHIIKATh Pa3MEPHOCTh m3oOpaxkeHus. Mcxom-
HOE M300paKeHHE JICTUTCS Ha OJIOKH pa3MepoM w X h 1 IS KaXa0T0 OJ10Ka BBIUHC-
asieTcst HekoTopas (pyHkuus. Yaie Bcero ucnoinb3yeTcs: GyHKIUs MakcuMyMa (max
pooling) wiu (B3BemeHHoro) cpennero ((weighted) average pooling). O6yyaeMbIx
napamMeTpoB y 3Toro cyosi HeT. OCHOBHBIE LIETU MYJIUHTOBOTO CJIOS:

— YMEHbIIIEHUE U300paXKeHUs1, YTOOBI OCJIEYIONINE CBEPTKH OTIEPUPOBATH HAJl

Oosbiel 00I1aCThI0 UCXOHOTO U300paKEeHHUS;

— YBEJIMYECHHE WHBAPHAHTHOCTHU BBIXOZAA CETHU MO OTHOIICHHUIO K MaJoMy Iepe-

HOCY BXO/JIa;

— YCKOPEHHME BBIYMCIICHUM.

2.2 T'eHapaTMBHO-COCTA3AaTE/IbHbIC HEHPOHHbIEC CETH
2.2.1 OcnoBHas uHpopMarus

['enepaTuBHO-cocTs3aTenbHas ceTh (aHr. Generative adversarial network, co-

kpaméHHO GAN) — aqropuT™ MaIlIMHHOTO O0y4YeHus: 0€3 y4duTens, MOCTPOCHHbIN
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Ha KOMOMHAIMU U3 JIBYX HEHPOHHBIX CETEH, OiHA U3 KOTOphIX (ceTh (3) TeHepupyeT
00pa3i1ipl, a apyras (cetb D) cTapaercss OTIMYUTh MPaBUIbHBIC («ITOMTHHHBIEY) 00-
pasipl OT HeMpaBWIbHBIX. Tak Kak cetd G u D uMeroT MpOTHBOMOIOKHBIE TIETH —
co3math 00pasibl U OTOpAaKoOBaTh OOPA3IBl — MEXKIY HUMU BO3HHMKACT aHTaroHH-
cThueckas urpa. [ enepaTuBHO-cocTsI3areNbHy0 ceTh onucan Au ['yndemnoy [1] u3
xomnanun Google B 2014 romy.

Paboraer 3Ta ceTh caeayromuM 00pa3oM: UCTIOIB3Ys HA0Op MEPEMEHHBIX Jia-
TEHTHOT'O MPOCTPAHCTBA, FT€HepaTuBHAsA CETh (CeTh (3) MBITAETCS «CICTUThY» HOBBIN
oOpasell, cMelllaB HeCKOJIbKO MCXOMHBIX 00pa3noB. JuckpuMHUHATUBHAS CETh (CETh
D) oOyuaeTcst pa3nuyaTh MOUIMHHBIE U TOJICIIbHBIE 00pa3Ilbl, a PE3yabTaThl pa3-
JUYEHUS TTOJIAl0TCSl HA BXOJ] TeHEPAaTUBHOM CETH TaK, YTOOBI OHA CMOIJIa Mo100paTh
Jy4dIuid HaOOp JIATEHTHBIX MapaMmeTpoB [5], U TUCKpUMHHATHBHAsI CETh YK€ HE
cMoriia Obl OTIIMYUTD MOJTMHHBIE 00pa3iibl OT NOJAENbHBIX. TakuM 00pa3oM LEeIbIo
cetu G sBJISETCS MOBBICUTH MPOIEHT omubok cetu D, a nensto cetn D sBnsiercs

HA000POT yIy4YlIEHUE TOYHOCTH Paclo3HaBaHUSI.

2.2.2 LoGAN

B mporiecce morcka moaxoAsmieit qjis JaHHOW 3aaud MOJENH cHadaia OblIo
petieHo B3ATh Moaenb LOGAN [6] —oaHy U3 MEepBbIX B MUPE HEMPOCETEH, pela-
IOIIUX CXOXKHUE 3a/1a4H.

B pab6ote «Logo synthesis and manipulation with clustered generative adver-
sarial network» [[7] A. Sage, E. Agustsson, R. Timofte, u L. Van Gool uccnenosanu
BO3MO)KHOE pEIICHUE 3a7aui TeHepaluu JOroTuiioB. OHU MPeI0KUIN KIaCTePHBIN
NOJX0JI, pabOTaIONINil ¢ MyTbTUMOAAIBHBIMU JAHHBIMHA, B OCOOEHHOCTH, C JIOTOTH-
namu. Kaxkmomy orotuity HazHauaeTcsi MeTKa, KOTopast OIPeIeIsieT, K KaKoMy KJla-
CTEpY MPUHAJIEKUT JIOTOTUI, U TEHEPATUBHO-COCTA3ATENIbHAS CETh TPECHUPYETCH,
NpUHUMAas BO BHUMAaHUE 3TH CaMbl€ METKHU.

JlJis onucaHust MOJIENH, UCTIONIBb3YIOIEHCS B HACTOALIEH padoTe, He0OXOIUMO
paccMoTpeTh ABe MOIU(DUKAIMKM T€HEPATUBHO-COCTS3aTeIbHON HEHPOHHOU CeTH,
HaszwiBaromuecss Conditional GAN u Auxiliary Classifier GAN.

Conditional GAN: B conditional GAN (CGAN) [8]] nuckpuMuHATOp U TeHE-
paTtop MMEIOT TaKXKE yCIOBUE ¢, KOTOPOE MOXKET ObITh JIMOO METKOM Kjacca, JInbo
JIPYTUMHU JaHHBIMU MTOJ00HOTO poaa. BxomHble qaHHbBIE U ¢ KOMOUHHUPYIOTCS B €/IH-
HOE TPECTaBICHHE HHPOPMAIIMHU U TIOJAIOTCS Ha BXOJ] KaK JIONOJHUTEIBHBIN CIOU

B 000HUX CEeTsX.



Auxiliary Classifier GAN (ACGAN): B otinuue ot CGAN, BuyTpu ACGAN
[9] maTeHTHOE MPOCTPAHCTBO 2 COACPKHUT BHYTPHU CeOsl YCIOBHS METOK Kiiacca (To
€CTh METKHU HaxOMASTCs HE B M300paKEHUSX, a B CaMOM IpocTpaHcTBe). Juckpu-
MUHATOP B 3TOM CJIy4ae JOJKEH yMETh KaK OTJIMYaTh HACTOSIINUE U300paKeHHsI OT
peanbHbIX, TaK U ONPEIEIATh KJacc 00bEKTa, BHE 3aBUCUMOCTHU OT TOTO, HACTOSIIIIHUIMA
OH WJIU HET.

B nacTosmieit padbote ucnosib30Baiachk HEMHOTO MOAUGUIMPOBAHHASL BEPCUS
ACGAN: npennoxxennon apxutektypoit 1 LoGAN sBnsercs Auxiliary Classifier
Wasserstein Generative Adversarial Neural Network c¢ rpaauentHeiM mtpadom
(AC-WGAN-GP), xoropas asinsiercss moguduxanuenn Auxiliary Classifier GAN.

2.2.3 VYnpouieHHasi MOJEb

ITocne nccnenoBanusg monean AC-WGAN-GP okazanock, 9To OHa JTOBOJIBHO
n30bITOYHAS B paMKaX HCCIEA0BaTeNbCKON paboTel. OHA COMEPIKUT B ceOe OTpoM-
HOE KOJMYECTBO JIMIITHETO KO/, 3arpy’kaeT BeCh JaraceT B ONCPATUBHYIO MaMSTh,
YTO HE MO3BOJIAET 00y4YaTh €€ Ha KOMIIbIOTEpax ¢ HeOombmuM KoimumdecTBoM O3V,
Taxxe comep >XUT METKU KJIACCOB, KOTOPBIE CHIIBHO YCIIOKHSAIOT CaMy CETh U YBEJIH-
YUBAIOT CIOKHOCTh 00yueHus ceTh. M3-3a Bcex 3TUX HENOCTATKOB OBLIO MPHUHSTO
pelIeHNe UCTIOIb30BaTh OYKBAJIBHO «UHCTYIO» TEHEPATUBHO-COCTI3aTEIBHYIO CETh,
COCTOSIIYIO M3 JOBOJBHO MPOCTBIX MOJENCH KiaccupuKaropa M JUCKPUMHUHATOPA
JUTSl TOCTUKEHUSI OCHOBHOM 11€7TM — T'eHepalliy JIOTOTHUIIOB.

Mogens renepatopa paboTaeT Mo O4eHb MPOCTOMY MPUHIIUITY — OHA TOJY-
YJaeT Ha BXOJl BEKTOP CIyYailHOTO IITyMa 3aJaHHOM JUTMHBI, a 3aT€M HAYMHAET ero
MHTEPIOIUPOBATh IO CIIOSIM HEHMPOHHOW CETH 0 TeX IOp, MOKa HE IMOIYIUTCS
n3o0pakeHne HeoOxoaumoro pasMepa. DyHKIMEN MoTeps MJIs reHeparopa ObLia
BBIOpaHa mepeKkpecTHast SHTPOIUs (KPOCC-DHTPOTIHA).

Mojens AMCKPUMHUHATOPA SIBISIETCS 1O CYTH OOBIYHBIM KJIaCCU(UKATOPOM Ha
ocHoBe CNN [10].

Takum oOpa3om, OblIa MpUBEICHA OCHOBHAS TEOPHs, HEOOXoauMasl I CO-
3JTaHUST MOJIEITH, TIOIXOMSINCH JIJIsl PEIICHUS 3a/a4i TeHEepaIuK JIOTOTUIIOB, a TaK-
e OBUIO OIMHCAHO YXKE€ CYIIECTBYIOIEE pEelIeHHWE JAHHOW 3a/lay MPH MOMOIIH

TE€HEPAaTUBHO-COCT3aTEIIbHOW HEUPOHHOU CETH.



3 Ilouck aaracera, o0yueHue MojAeJieil 1 aHAJIU3 Pe3yJIbTATOB

JlaHHBIN pa3fen MOCBAIIEH MOUCKY JaTaceTa, He0OXOIUMOTO il 00ydeHUs

MOJIENIM, OOYYEHHUIO CaMOW MOJIEIN U aHAJIU3y MOJIYUYEHHBIX PE3YJbTaTOB.

3.1 Ilouck moaxoasiero Aaracera

B pabote [7]] onuckiBaeTcs co3manue Tak HaspiBaemoro LLD — Large Logo
Dataset, KOTOpbI ObLT CO37]aH CHEIHAIBHO ISl O0y4YeHHs] HEHPOHHBIX CEeTel, KOTO-
pbI€ JTOJDKHBI TEeHEHUPOBATh JIOTOTHIIBI.

B ocHOBHOM Bce HayuyHbIe UCCIEeNOBaHUS ObUTH C(HOKYCHPOBAHBI HA OMO3HA-
BaHMM CYIIECTBYIOIMX JIOTOTUIIOB (3amada knaccudukamuu) [11-16] u, xoHedHO
xKe, JUIsl 00ydIeHHS STUX HEMPOHHBIX CETeH yKe ObLTN cOOpaHbl HEKOTOPHIC JaTace-
Thl. MI3-3a HEOOMBIION Pa3HOOOPA3HOCTH COEPIKAIIUXCS TaM JAHHBIX 3THU 1aTACEThI
HE OYEHb XOPOIIO MOAXOIAT JJIsi aBTOMATU3MPOBAHHOW T'eHEepalluu JIOTOTHIOB. B
naHHoM ke gatacere (LLD) Ob10 coOpaHO OTpOMHOE KOJIMYECTBO Pa3HOOOPA3HBIX

HNKOHOK M JIOI'OTHUIIOB.

3.2 O0yuyenue u pe3yiabrarbl padorbl LOGAN

Heiiponnas cetb oOydanack Ha HOyTOyke DELL G3 3579 ¢ mpoieccopom
Intel Core 15-8300H 2.30GHz, 8GB RAM u Buaeokaptoit NVIDIA GTX 1050.

K coxanenuto, u3-3a BHyTPEHHUX HEAOCTATKOB B3sTOM 32 0CHOBY AC-WGAN-
GP, o6yuenue nmpouwio Toiabko 300 smox Ha 100 Teicauax n3obpakenuil. B kauectse
JaHHBIX JJ11 00y4eHus ObUIH BBIOpPAHBI UKOHKH pa3Mmepa 32 X 32, HO CYIIECTBYET
BO3MOKHOCTh OOYUEHHSI CETH Ha MKOHKax OoJjblero pasMmepa (M OOJbIIeM KOJIH-
YeCTBE), JTUOO K€ MCIOJIB30BAHKUE APYTON T€HEPATUBHO-COCTA3ATEIILHOW CETH AJIs
VAYUIIEHUS KayecTBa MOJYYUBIIMXCA JOTOTUIOB. [IOMCK WM cO3l1aHME JIydlle-
r0 Jlaracera — JOBOJIBHO TPYAOEMKas 3aaada, nmoromy 4ro LLD Ha maHHBI MOMEHT
CUMTAETCS JIyUIIUM JaTaceTOM, COJAEpKaIlUM pa3IndHbIe Jorotumsl. [loatomy Bno-
CJIeICTBUU ObUIO MPUHSTO pellieHHe 00ydaTh APYTYI0 HEUPOHHYIO CETh.

JlanHasi ceTh He OblIa CHJIBHO MOJAM(UIIMPOBAHA OTHOCHUTEIHHO OITyOJIUKO-
BaHHOW B paboTe [[6] peanm3anmuu M UMEET HEKOTOPHIE HEAOCTAaTKH (HaIpHUMeED,

3arpy3ka BCEro Jaracera cpasy U JOJTUN ero MpernpoLeCcCHHT).

3.3 OOyuyeHue U pe3ybTaThl Pa00ThI YIPOIEHHOH MOIEIN

Kak Ob110 YyIIOMSIHYTO BBIIIE, YIPOIIEHHAs MOJEIb HEMPOHHON ceTH, pelia-

IOIIEH 3a/1auy TeHEpaIluy JIOTOTHIIOB, CTala KJIaCCHYEeCKasl peain3alus, COCTOSIIAs
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U3 MPOCTOro Kjaccudpukaropa, OCHOBAaHHOTO Ha CBEPTOYHOW HEHPOHHOHN CETH, U
reHepaTopa, KOTOPBI paboTaeT ¢ TOYHOCTHIO HA00OPOT (BMECTO CXKATUSI M300paxke-
HUS JJIS BBIJICTICHUS MPU3HAKOB BEKTOP CIYyYaHOTO IIyMa, SIBJISIOIIUNCS Ha0OpOM
NPU3HAKOB, UHTEPIIOIUPYETCA B U300paKeHUE).

HeliponHnas cetb 00y4asiach Ha NMEPCOHAIBLHOM KOMIIBIOTEPE C MPOIIECCOPOM
Intel Core 15-9600K 3.7GHz, 32GB RAM u Buaeokaptoit NVIDIA RTX 3070.

Jlns oOydeHHs: HEMPOHHOM CeTH Ha TpauIeCcKOM MPOIIECCOPE MCTOIb30Ba-
aack NVIDIA CUDA 11.0 ¢ 6ubnuotexoit cuDNN Bepcuu 8.0.5. U3-3a coBpemen-
HOCTH TpadUyecKoro mporeccopa HeOOXOAUMO OBLIO B3SITh KOMIIUJISITOP ptxas u3
oubmmorexku NVIDIA CUDA 11.1, tak kak ero Bepcus B 11.0 He Moria KOppeKTHO
paboTaTh C BUACOKAPTOM.

Hannas cetb obydanace Ha 100 Teicsiuax nzoOpaxenuit, mporas 5050 smox.
B kauectBe maHHBIX J71s1 0OydeHUsI ObUTH BBIOpaHBI MKOHKH pasMepa 32 X 32. Tem
HE MEHee, CYIIECTBYEeT BO3MOXXHOCTh MOAU(MUIIUPOBATh TAHHYIO CETh TaK, YTOOBI
OHa cMOIJIa 00y4aThbCs Ha MKOHKaX OOJIBIIETO pa3Mepa JUIsl MOTyYeHHS pe3yJIbTaTOB
B 0oJiee BBICOKOM paspemieHur. O0yueHne 3aHsu10 mopsaaka 84 4acoB, pe3yabTaTaMu
oOyueHus SBISIOTCS pa3MbIThie (PUTYpbI pa3nuuHOil popMbl U 1BeTOB. [103xke Obu1a
yBEJIUYCHA PE3KOCTh PE3YJbTAaTOB MOCPEACTBOM MPUMEHEHUSI CBEPTKH K MOTYYHB-

MIMMCH I/1306pa>KeHI/I$IM.

3.4 Bo3mo:kHbIe YyTH YJOy4llleHUs Pe3yJbTATOB U MPOJ0KeHUs1 padoThI

Jannast paboTta npu HEOONBIIUX pecypcax UMEEeT JOCTATOUYHO HEIJIOXUE pe-
3yABTaThl, KOTOPbIE TEM HE MEHE MOXKHO CHJIBHO YIYUYIIUTh U CHENIaTh UX Oosee
HacTpauBaeMbIMH. MOXXHO MPEI0KUTD CICAYIONINI CIIUCOK YIYUYIIEHUH, KOTOPbIE
MOKHO peaJiu30BaTh MPHU MPOJIOJKEHUH PabOThI:

— pacuMpeHue pa3Mepa J1aTaceTa;

— YIPOILICHUE WU YCIOKHEHUE MOJIEIIN;

— no0aBiIeHrEe KacTOMU3aluK (HaCTpauBaeMOCTH) B HEMPOHHYIO CETb;
— YIy4lI€HUE KauyecTBa PE3YJbTUPYIOIIHNX U300paKEHU.

Taxkum 06pa3oM, B JTaHHOM pa3zjiene OblI0 MPUBEACHO ONMCAHKE JaTaceTa, uc-
MOJIb3YEMOTO JUIsl O0y4YeHHs] MOJIEJIM HEUPOHHOM CETH, a TAKXKE MPUBEICHBI JaHHBIC
oOyueHust BCEX MCIOIb30BaHHBIX MOJIENICH, KpAaTKOE OMMCaHUE Pe3yJIbTaToB paboThl

N BO3MOJKXHBIC ITYTH YJIYUYIICHUA PCIICHUA.
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SAKJIFOYEHUE

B xone BeImoaHEHHS JaHHOW pabOTHI ObLIa chOpMyIMpOBaHa 3ajava, KOTO-
pasi perranach B X0/I€ BBIIIOJIHEHUS MarucTepckoil paboThl, Takxke Obls1a 000CHOBaHA
aKTyaJlbHOCTh JIaHHOM paboThl. bbuT IpHBeneH OOMMPHEII 0030p TeopuH, HE0OX0-
JUMOM JJ1sl TOHMMaHUs 00ILIEeTO pelIeHus 3aa4u, OUCKa, peaanu3aluu U 00yUeHuUs
MOAXOISIIMX MOJEIECH HEMPOHHOU CETU. bblin MpoaHaIu3UupPOBaHbl CMEXKHbBIE 3a/1a-
YU U CYIIECTBYIOIINE PEIICHUs TOCTABIEHHON B MarucTepckoi padote 3agauu. Tak-
e ObUT HalieH MOAXOASIIUNA 11 o0yueHus: JataceT (BHOCIEACTBUU MPHUCIOCO0-
JICHHBIN 107 00y4YeHUe ABYX Pa3INUYHbIX T€HEPATUBHO-COCTA3ATENbHBIX HEMPOHHBIX
cereit). bpuin peann3oBaHbl JIB€ pa3WyHbIe MOJIENIA T€HEPATUBHO-COCTA3ATEIbHON
HEMPOHHOM CETH, KOTOPBIC PEIIAIOT TOCTABJIECHHYIO 3aJ1a4y. bp10 MpoBeIeHo cpas-
HeHre 3(PGEeKTUBHOCTH OO0y4YeHHUS M TOJYUYUBIIUXCS PE3yabTaToB. Pe3ynbrarsl pa-
OO0TBI OBLITM MPOAHAIU3UPOBAHBI U YAYUIICHBI, TAKXKE ObUTHA MPEIJI0AKEHBI TyTH MPO-
JOJIKEHUS M YIyUILICHUs PE3YJIbTaTOB JaHHON padoTHhI.

[TonBozs utor, B JaHHOM paboTe ObLIO MOKa3aHO, KaK UCKYCCTBEHHBIN MHTEN-
JIEKT Ha MPUMEPE T€HEPATUBHO-COCTI3aTEIbHBIX CETEN MOXKET MOMOYb JU3aliHEepaM
B IIpOLIECCE CO3AaHUs JOTOTUIIOB. IIpennokeHHas MOIENIb MOXET CO3JaBarb pas-
JMYHBIE CIy4alHBIE JIOTOTUIIBI B HEOONBIIOM pa3pelnieHuu. BenencTeue 3Toro oHu
MOTYT MCIOJIb30BaThCs TOJIBKO KaK HAOPOCKHU JJIsl HACTOSIIUX padoT, YTO B JIFOOOM

cllydae MOKET COXPaHUTh HEKOTOPOE BpeMsl paboThl U3aiiHEPOB.
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