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Ââåäåíèå. Öåëüþ íàñòîÿùåé ðàáîòû ÿâëÿåòñÿ èññëåäîâàíèå àêòóàëü-

íûõ òåíäåíöèé ïðèìåíåíèÿ òåõíîëîãèè ìàøèííîãî îáó÷åíèÿ â ñôåðå îáðàçî-

âàíèÿ.

Äëÿ äîñòèæåíèÿ çàÿâëåííîé öåëè ðàáîòû áûëè ïîñòàâëåíû ñëåäóþùèå

çàäà÷è:

� óãëóáëåííîå èçó÷åíèå òåîðåòè÷åñêèõ îñíîâ èíòåëëåêòóàëüíîãî àíàëèçà

äàííûõ è ìàøèííîãî îáó÷åíèÿ;

� ñîâåðøåíñòâîâàíèå íàâûêîâ ïðîãðàììèðîâàíèÿ íà âûñîêîóðîâíåâîì ÿçû-

êå ïðîãðàììèðîâàíèÿ Python (Version 3.6);

� èññëåäîâàíèå ðåàëèçàöèé àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ íà ÿçûêå

Python;

� ñáîð è àíàëèç äàííûõ àêàäåìè÷åñêîé óñïåâàåìîñòè ñòóäåíòîâ ìåõàíèêî-

ìàòåìàòè÷åñêîãî ôàêóëüòåòà ÑÃÓ èìåíè Í. Ã. ×åðíûøåâñêîãî;

� ðàçðàáîòêà ïðîãðàììíîãî ïðîäóêòà è ìîäåëè ïðîãíîçèðîâàíèÿ óñïåø-

íîñòè îáó÷åíèÿ ñòóäåíòîâ íà ïðèìåðå ìåõàíèêî-ìàòåìàòè÷åñêîãî ôà-

êóëüòåòà ÑÃÓ íà ÿçûêå ïðîãðàììèðîâàíèÿ Python;

� àíàëèç è ñðàâíåíèå ïîñòðîåííûõ ìîäåëåé, âûäåëåíèå çàêîíîìåðíîñòåé;

� àíàëèç ïåðñïåêòèâ ïðèìåíåíèÿ è ðàçâèòèÿ ðàçðàáîòàííîãî ïðîãðàìì-

íîãî ïðîäóêòà.

Îáúåêòîì íàñòîÿùåãî èññëåäîâàíèÿ ÿâëÿåòñÿ îðãàíèçàöèÿ îáðàçîâàòåëü-

íîãî ïðîöåññà â óíèâåðñèòåòå ñ èñïîëüçîâàíèåì ìàøèííîãî îáó÷åíèÿ.

Ïðåäìåòîì èññëåäîâàíèÿ ñëóæàò âîçìîæíîñòü âíåäðåíèÿ èíòåëëåêòó-

àëüíûõ òåõíîëîãèé â ó÷åáíûé ïðîöåññ â óñëîâèÿõ âûñøåãî ó÷åáíîãî çàâåäå-

íèÿ, ýôôåêòèâíîñòü èõ ïðèìåíåíèÿ.

Àêòóàëüíîñòü ðàáîòû îáóñëîâëåíà ïîâñåìåñòíîé èíôîðìàòèçàöèåé ñôå-

ðû îáðàçîâàíèÿ ïóòåì ïîâûøåíèÿ èíôîðìàöèîííîé êóëüòóðû è ãðàìîòíîñòè

ìîëîäûõ ëþäåé, ñîçäàíèÿ êîìôîðòíûõ óñëîâèé äëÿ ïîëó÷åíèÿ çíàíèé è ýô-

ôåêòèâíîãî îñâîåíèÿ íàâûêîâ. Äàííàÿ òåíäåíöèÿ îòðàæåíà è â íàöèîíàëü-

íîì ïðîåêòå ¾Îáðàçîâàíèå¿, êîòîðûé â êà÷åñòâå îäíîé èç ïåðâîñòåïåííûõ

çàäà÷ ïðåäóñìàòðèâàåò ¾ñîçäàíèå ñîâðåìåííîé è áåçîïàñíîé öèôðîâîé îá-

ðàçîâàòåëüíîé ñðåäû, îáåñïå÷èâàþùåé âûñîêîå êà÷åñòâî è äîñòóïíîñòü îá-

ðàçîâàíèÿ âñåõ âèäîâ è óðîâíåé¿. Îäíàêî ñòîèò îòìåòèòü, ÷òî ÷àùå âñåãî

ïèëîòíûå ïðîåêòû ðàçðàáàòûâàþòñÿ, âíåäðÿþòñÿ è èññëåäóþòñÿ èìåííî íà
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áàçå ó÷ðåæäåíèé âûñøåãî îáðàçîâàíèÿ.

Ýìïèðè÷åñêîé îñíîâîé äëÿ ïðîâåäåíèÿ èññëåäîâàíèÿ ÿâëÿþòñÿ íàáî-

ðû äàííûõ àêàäåìè÷åñêîé óñïåâàåìîñòè ñòóäåíòîâ áàêàëàâðèàòà ìåõàíèêî-

ìàòåìàòè÷åñêîãî ôàêóëüòåòà ÑÃÓ èìåíè Í. Ã. ×åðíûøåâñêîãî, ïðåäîñòàâ-

ëåííûå ðóêîâîäñòâîì ïëàòôîðìû äèñòàíöèîííîãî îáó÷åíèÿ IpsilonUni.

Ðàáîòà èìååò ñëåäóþùóþ ñòðóêòóðó:

1. ïåðâûé ðàçäåë íàñòîÿùåé ðàáîòû ïîñâÿùåí òåîðåòè÷åñêèì îñíîâàì èí-

òåëëåêòóàëüíîãî àíàëèçà äàííûõ è ìàøèííîãî îáó÷åíèÿ, àíàëèçó íàè-

áîëåå ðàñïðîñòðàíåííûõ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ;

2. âòîðîé ðàçäåë ñîäåðæèò èññëåäîâàíèå îñíîâíûõ íàïðàâëåíèé ïðèìåíå-

íèÿ ñîâðåìåííûõ èíôîðìàöèîííûõ òåõíîëîãèé â îáëàñòè îáðàçîâàíèÿ,

à òàêæå îáçîð íåêîòîðûõ ñóùåñòâóþùèõ ïðîãðàììíûõ ïðîäóêòîâ è ìî-

äåëåé, ðàçðàáîòàííûõ íà áàçå ìåòîäîâ ìàøèííîãî îáó÷åíèÿ;

3. â òðåòüåì ðàçäåëå ïðåäñòàâëåíû ýòàïû è ðåçóëüòàòû ðàçðàáîòêè ïðî-

ãðàììíîãî ïðîäóêòà äëÿ ïðîãíîçèðîâàíèÿ óñïåøíîñòè îáó÷åíèÿ ñòóäåí-

òîâ ìåòîäàìè ìàøèííîãî îáó÷åíèÿ íà ïðèìåðå ìåõàíèêî - ìàòåìàòè÷å-

ñêîãî ôàêóëüòåòà ÑÃÓ.

Îñíîâíîå ñîäåðæàíèå ðàáîòû. Â ïåðâîì ðàçäåëå ðàññìàòðèâàþò-

ñÿ òåîðåòè÷åñêèå îñíîâû ìàøèííîãî îáó÷åíèÿ, êëþ÷åâûå ïîíÿòèÿ îáëàñòè

èíòåëëåêòóàëüíîãî àíàëèçà äàííûõ; ñôîðìóëèðîâàíà çàäà÷à áàêàëàâðñêîé

ðàáîòû â òåðìèíàõ ìàøèííîãî îáó÷åíèÿ; ïðèâåäåíû ìåòîäû, èñïîëüçóåìûå

äëÿ ïîñòðîåíèÿ ìîäåëåé.

Ìàøèííîå îáó÷åíèå ÿâëÿåòñÿ ÷àñòüþ íàó÷íîé îáëàñòè, íàçûâàåìîé Data

Mining, òî åñòü èíòåëëåêòóàëüíûì àíàëèçîì äàííûõ. Â îñíîâó ñîâðåìåííîé

òåõíîëîãèè Data Mining ïîëîæåíà êîíöåïöèÿ øàáëîíîâ (ïàòòåðíîâ), îòðàæà-

þùèõ ôðàãìåíòû ìíîãîàñïåêòíûõ âçàèìîîòíîøåíèé â äàííûõ. Ïîèñê øàáëî-

íîâ ïðîèçâîäèòñÿ ìåòîäàìè, íå îãðàíè÷åííûìè ðàìêàìè àïðèîðíûõ ïðåäïî-

ëîæåíèé î ñòðóêòóðå âûáîðêè è âèäå ðàñïðåäåëåíèé çíà÷åíèé àíàëèçèðóåìûõ

ïîêàçàòåëåé [1].

Ìàøèííîå îáó÷åíèå èññëåäóåò ìåòîäû ïîñòðîåíèÿ àëãîðèòìîâ, ñïîñîá-

íûõ ñàìîñòîÿòåëüíî îáó÷àòüñÿ. Àëãîðèòìû ìàøèííîãî îáó÷åíèÿ ïðåâðàùàþò

íàáîð äàííûõ â ìîäåëü. Îïòèìàëüíûé àëãîðèòì çàâèñèò îò òèïà ðåøàåìîé

çàäà÷è, äîñòóïíûõ âû÷èñëèòåëüíûõ ðåñóðñîâ è õàðàêòåðà äàííûõ.
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Â ðàçäåëå ¾Èíôîðìàòèçàöèÿ ñôåðû îáðàçîâàíèÿ¿ ðàññìàòðèâà-

åòñÿ ôåíîìåí èíôîðìàòèçàöèè ñôåðû îáðàçîâàíèÿ â ìàñøòàáå ìèðîâîãî ñî-

îáùåñòâà. Îáîáùåííî ïðèâîäÿòñÿ êëþ÷åâûå òåíäåíöèè ïðèìåíåíèÿ ñîâðåìåí-

íûõ èíôîðìàöèîííûõ òåõíîëîãèé â îáðàçîâàíèè, à òàêæå ïåðñïåêòèâû è îñ-

íîâíûå íàïðàâëåíèÿ èñïîëüçîâàíèÿ ìåòîäîâ ìàøèííîãî îáó÷åíèÿ â äàííîé

îáëàñòè. Â êà÷åñòâå òåîðåòè÷åñêîãî îáçîðà ñóùåñòâóþùèõ ðåøåíèé è ëèòåðà-

òóðû ðàññìàòðèâàþòñÿ õàðàêòåðèñòèêè íåêîòîðûõ íàèáîëåå èçâåñòíûõ ïðî-

ãðàììíûõ ïðîäóêòîâ, êîìïüþòåðíûõ ïëàòôîðì, ïðîãíîçíûõ ìîäåëåé, ðàçðà-

áîòàííûõ íà áàçå àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ.

Èíôîðìàòèçàöèÿ îáðàçîâàíèÿ êàê ïðîöåññ èíòåëëåêòóàëèçàöèè äå-

ÿòåëüíîñòè îáó÷àþùåãî è îáó÷àåìîãî, ðàçâèâàþùèéñÿ íà îñíîâå ðåàëèçàöèè

âîçìîæíîñòåé ñðåäñòâ íîâûõ èíôîðìàöèîííûõ òåõíîëîãèé, ïîääåðæèâàåò

èíòåãðàöèîííûå òåíäåíöèè ïðîöåññà ïîçíàíèÿ çàêîíîìåðíîñòåé ïðåäìåòíûõ

îáëàñòåé è îêðóæàþùåé ñðåäû, ñî÷åòàÿ èõ ñ ïðåèìóùåñòâàìè èíäèâèäóàëè-

çàöèè è äèôôåðåíöèàöèè îáó÷åíèÿ.

Îñíîâíûå çàäà÷è èíôîðìàòèçàöèè ñôåðû îáðàçîâàíèÿ [2], [3]:

1. ïîâûøåíèå êà÷åñòâà ïîäãîòîâêè ñïåöèàëèñòîâ íà îñíîâå èñïîëüçîâàíèÿ

â ó÷åáíîì ïðîöåññå ñîâðåìåííûõ èíôîðìàöèîííûõ òåõíîëîãèé;

2. ïðèìåíåíèå àêòèâíûõ ìåòîäîâ îáó÷åíèÿ, ïîâûøåíèå òâîð÷åñêîé è èí-

òåëëåêòóàëüíîé ñîñòàâëÿþùèõ ó÷åáíîé äåÿòåëüíîñòè;

3. èíòåãðàöèÿ ðàçëè÷íûõ âèäîâ îáðàçîâàòåëüíîé äåÿòåëüíîñòè (ó÷åáíîé,

èññëåäîâàòåëüñêîé è ò.ä.);

4. àäàïòàöèÿ èíôîðìàöèîííûõ òåõíîëîãèé îáó÷åíèÿ ê èíäèâèäóàëüíûì

îñîáåííîñòÿì îáó÷àåìîãî;

5. ðàçðàáîòêà èíôîðìàöèîííûõ òåõíîëîãèé äèñòàíöèîííîãî îáó÷åíèÿ;

6. ñîâåðøåíñòâîâàíèå ïðîãðàììíî-ìåòîäè÷åñêîãî îáåñïå÷åíèÿ ó÷åáíîãî ïðî-

öåññà.

Ðàçäåë ¾Ïðîãíîçèðîâàíèå óñïåøíîñòè îáó÷åíèÿ ñòóäåíòîâ ìå-

òîäàìè ìàøèííîãî îáó÷åíèÿ íà ïðèìåðå ìåõàíèêî - ìàòåìàòè÷å-

ñêîãî ôàêóëüòåòà ÑÃÓ¿ ïîñâÿùåí îïèñàíèþ ýòàïîâ ðàçðàáîòêè ìîäåëè

è ïðîãðàììíîãî ïðîäóêòà äëÿ ïðîãíîçèðîâàíèÿ óñïåøíîñòè îáó÷åíèÿ ñòó-

äåíòîâ: ñáîðó, îáðàáîòêå è ïðåäâàðèòåëüíîìó àíàëèçó äàííûõ, ïîñòðîåíèþ

è ñðàâíèòåëüíîìó àíàëèçó ìîäåëåé, à òàêæå ðàññìîòðåíèþ âîçìîæíûõ ïåð-
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ñïåêòèâ ðàçâèòèÿ ïîñòàâëåííîé çàäà÷è.

Îñíîâíîå îòëè÷èå îò ïðèâåäåííûõ â ëèòåðàòóðíîì îáçîðå ðàáîò è ðå-

øåíèé [4], [5], [6] çàêëþ÷àåòñÿ â îãðàíè÷åííîñòè èìåþùåãîñÿ íàáîðà äàííûõ

è ïðèçíàêîâ, êîòîðûå âûäåëåíû íà îñíîâå îáåçëè÷åííûõ äàííûõ îá àêàäå-

ìè÷åñêîé óñïåâàåìîñòè âñëåäñòâèå íåâîçìîæíîñòè èñïîëüçîâàíèÿ äåìîãðà-

ôè÷åñêèõ äàííûõ î ñòóäåíòàõ. Òàêæå áûë ðàññìîòðåí áîëåå øèðîêèé êðóã

ìåòîäîâ ìàøèííîãî îáó÷åíèÿ äëÿ ïîñòðîåíèÿ ýôôåêòèâíîé ìîäåëè.

Ïîñòðîåííûå ìîäåëè îáåñïå÷èâàþò ïðèåìëåìóþ îáîáùàþùóþ ñïîñîá-

íîñòü äëÿ ðàçëè÷íûõ ìåòðèê, íà îñíîâå íàèáîëåå ýôôåêòèâíûõ áûëè îöå-

íåíû âåðîÿòíîñòè îò÷èñëåíèÿ ñòóäåíòîâ ìåõàíèêî-ìàòåìàòè÷åñêîãî ôàêóëü-

òåòà. Îñíîâíûå âûâîäû ïî ïðîâåäåííûì ýêñïåðèìåíòàì ìîæíî ñôîðìóëèðî-

âàòü ñëåäóþùèì îáðàçîì:

1. íàèáîëåå òî÷íî âû÷èñëèòü âåðîÿòíîñòü îò÷èñëåíèÿ ñòóäåíòà ìîæíî ïî-

ñëå ïîëó÷åíèÿ èòîãîâîé îòìåòêè ïî äèñöèïëèíå ¾ìàòåìàòè÷åñêèé àíà-

ëèç¿ â òðåòüåì èëè ÷åòâåðòîì ñåìåñòðå (â çàâèñèìîñòè îò íàïðàâëåíèÿ),

òàêèì îáðàçîì, ïîñëå âòîðîãî êóðñà îïðåäåëåííîãî ñòóäåíòà óæå ñëåäó-

åò îòíîñèòü ê ãðóïïå ðèñêà îò÷èñëåíèÿ;

2. äëÿ èìåþùèõñÿ äàííûõ ëó÷øèé ðåçóëüòàò ïðîäåìîíñòðèðîâàëè ìîäå-

ëè, ïîñòðîåííûå íà áàçå ìåòîäîâ ëîãèñòè÷åñêîé ðåãðåññèè è äåðåâüåâ

ðåøåíèé.

Ñòîèò îòìåòèòü, ÷òî óëó÷øåíèå êà÷åñòâà ìîäåëåé âïîñëåäñòâèè ìîæåò

áûòü äîñòèãíóòî çà ñ÷åò ðåøåíèÿ ïðîáëåì îãðàíè÷åííîñòè âûáîðêè è ðàñ-

ñìàòðèâàåìûõ ïðèçíàêîâ.

Ñáîð, àíàëèç è ïðåäâàðèòåëüíàÿ îáðàáîòêà äàííûõ äëÿ îáó-

÷åíèÿ è òåñòèðîâàíèÿ ìîäåëåé. Â êà÷åñòâå îáó÷àþùåé âûáîðêè ðàññìàò-

ðèâàëèñü ðàçëè÷íûå íàáîðû äàííûõ àêàäåìè÷åñêîé óñïåâàåìîñòè ñòóäåíòîâ

áàêàëàâðèàòà ìåõàíèêî-ìàòåìàòè÷åñêîãî ôàêóëüòåòà, ïðåäîñòàâëåííûå ðóêî-

âîäñòâîì ïëàòôîðìû äèñòàíöèîííîãî îáó÷åíèÿ IpsilonUni. Â êà÷åñòâå êëþ÷å-

âûõ ïàðàìåòðîâ ïîñòðîåíèÿ ìîäåëåé áûëî ðåøåíî âûáðàòü äèñöèïëèíû, ïðè-

ñóòñòâóþùèå â ó÷åáíîé ïðîãðàììå ñòóäåíòîâ ïðàêòè÷åñêè âñåõ íàïðàâëåíèé

ìåõàíèêî-ìàòåìàòè÷åñêîãî ôàêóëüòåòà ÑÃÓ, à èìåííî ìàòåìàòè÷åñêèé àíà-

ëèç, èíôîðìàòèêà, àëãåáðà è ãåîìåòðèÿ, òàêæå áûëè èñïîëüçîâàíû ñâåäåíèÿ

î áàëëàõ ÅÃÝ è èòîãå îáó÷åíèÿ (ñòóäåíò îò÷èñëåí/ñòóäåíò óñïåøíî çàâåð-
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øèë îáó÷åíèå). Ñòîèò îòìåòèòü, ÷òî çàäîëæåííîñòè ïî âûøåïåðå÷èñëåííûì

äèñöèïëèíàì ÿâëÿþòñÿ íàèáîëåå ÷àñòûìè ïðè÷èíàìè îò÷èñëåíèÿ ñòóäåíòîâ.

Îáùèå ñâåäåíèÿ î ñîáðàííûõ äàííûõ. Àíàëèç äàííûõ áûë ïðîâå-

äåí ñ ïîìîùüþ áèáëèîòåêè ¾pandas¿, âèçóàëèçàöèÿ ñ ïîìîùüþ èíñòðóìåíòà

¾matplotlib¿ íà âûñîêîóðîâíåâîì ÿçûêå ïðîãðàììèðîâàíèÿ îáùåãî íàçíà÷å-

íèÿ Python (Version 3.6). Îáùèé îáúåì âûáîðêè � 138 ÷åëîâåê. Ôîðìà âõîä-

íûõ äàííûõ è äèàïàçîíû çíà÷åíèé ïðèâåäåíû â ñîîòâåòñòâèè ñ òàáëèöåé 1.

Òàáëèöà 1 � Ôîðìà âõîäíûõ äàííûõ, äèàïàçîíû çíà÷åíèé

ID Èäåíòèôèêàöèîííûé íîìåð ñòóäåíòà
exam Ñóììàðíûé áàëë ÅÃÝ
it Îòìåòêà ïî äèñöèïëèíå ¾Èíôîðìàòèêà¿

â ïåðâîì ñåìåñòðå
math Îòìåòêà ïî äèñöèïëèíå ¾Ìàòåìàòè÷åñêèé àíàëèç¿

â ïåðâîì ñåìåñòðå
algem Îòìåòêà ïî äèñöèïëèíå ¾Àëãåáðà è ãåîìåòðèÿ¿

â ïåðâîì ñåìåñòðå
per_2 Ñòàòóñ ïåðåâîäà âî âòîðîé ñåìåñòð

(0 � îò÷èñëåí/1 � ïåðåâåäåí)
it_2 Îòìåòêà ïî äèñöèïëèíå ¾Èíôîðìàòèêà¿

âî âòîðîì ñåìåñòðå
math_2 Îòìåòêà ïî äèñöèïëèíå ¾Ìàòåìàòè÷åñêèé àíàëèç¿

âî âòîðîì ñåìåñòðå
per_3 Ñòàòóñ ïåðåâîäà íà âòîðîé êóðñ

(0 � îò÷èñëåí/1 � ïåðåâåäåí)
math_�nal Èòîãîâàÿ îòìåòêà

ïî äèñöèïëèíå ¾Ìàòåìàòè÷åñêèé àíàëèç¿
per_4 Ñòàòóñ ïåðåâîäà â ïÿòûé ñåìåñòð

(0 � îò÷èñëåí/1 � ïåðåâåäåí)
per_5 Ñòàòóñ ïåðåâîäà íà òðåòèé êóðñ

(0 � îò÷èñëåí/1 � ïåðåâåäåí)
Final Èòîãîâûé ñòàòóñ

(0 � îò÷èñëåí, 1 � óñïåøíî çàêîí÷èë)

Îñíîâíûå âûâîäû ïî àíàëèçó èñõîäíûõ äàííûõ:

� êðàéíå âûñîêàÿ îáùàÿ äîëÿ îò÷èñëåíèé (áîëåå 1
3 ñòóäåíòîâ);

� ïèê îò÷èñëåíèé ïðèõîäèòñÿ íà âòîðîé êóðñ;

� ñàìàÿ íèçêàÿ äîëÿ îò÷èñëåíèé � ïîñëå ïåðâîãî êóðñà;

� äîëÿ îòìåòîê ïî äèñöèïëèíå ¾ìàòåìàòè÷åñêèé àíàëèç¿ îòíîñèòåëüíî

ïîñòîÿííà, îäíàêî íàáëþäàåòñÿ ðîñò çíà÷åíèé ¾íåóäîâëåòâîðèòåëüíî¿

â èòîãîâîì ñåìåñòðå;
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� îòìå÷àåòñÿ îáðàòíàÿ òåíäåíöèÿ äëÿ äèñöèïëèíû ¾èíôîðìàòèêà¿: êî-

ëè÷åñòâî çíà÷åíèé ¾íåóäîâëåòâîðèòåëüíî¿ ñóùåñòâåííî ñíèæàåòñÿ âî

âòîðîì (èòîãîâîì äëÿ äàííîé äèñöèïëèíû) ñåìåñòðå.

Ôîðìàëüíàÿ ïîñòàíîâêà çàäà÷è.Ïðîãðàììíûé ïðîäóêò äîëæåí ðå-

øàòü çàäà÷ó ïðîãíîçèðîâàíèÿ óñïåøíîñòè îáó÷åíèÿ, à òàêæå îöåíèâàòü âåðî-

ÿòíîñòü îò÷èñëåíèÿ ñòóäåíòîâ íà ïðèìåðå íàáîðà äàííûõ ñòóäåíòîâ ìåõàíèêî-

ìàòåìàòè÷åñêîãî ôàêóëüòåòà 2019 ãîäà âûïóñêà.

Çàäà÷ó ïðîãíîçèðîâàíèÿ óñïåøíîñòè îáó÷åíèÿ ñòóäåíòîâ â ñòàòèñòè÷å-

ñêîé òåîðèè ïðèíÿòèÿ ðåøåíèé ìîæíî ðàññìàòðèâàòü êàê çàäà÷ó áèíàðíîé

êëàññèôèêàöèè ðåçóëüòàòà îáó÷åíèÿ îáó÷àþùèõñÿ íà îñíîâå èíôîðìàöèè îá

èõ óñïåâàåìîñòè.

Ïóñòü èìååòñÿ ìíîæåñòâî ñòóäåíòîâ Zi, i = 1, . . . , n, êàæäûé èç êî-

òîðûõ õàðàêòåðèçóåòñÿ t-ìåðíûì âåêòîðîì ïðèçíàêîâ Xi = (xi1, . . . , xit)
T ,

ïóñòü äàëåå èçâåñòíà ïðèíàäëåæíîñòü êàæäîãî ñòóäåíòà Yi ê îäíîìó èç äâóõ

êëàññîâ:

Y =

y = 1, ñòóäåíò óñïåøíî çàâåðøèë îáó÷åíèå,

y = −1, ñòóäåíò áûë îò÷èñëåí.
(1)

Íà îñíîâå äàííîé âûáîðêè íåîáõîäèìî îïèñàòü ïðîöåäóðû, ñ ïîìîùüþ êî-

òîðûõ ìîæíî áûëî áû ñ íàèáîëüøåé òî÷íîñòüþ îòíåñòè ñòóäåíòîâ, íàõîäÿ-

ùèõñÿ â ïðîöåññå îáó÷åíèÿ Sj, j = 1, . . . ,m ê îäíîìó èç êëàññîâ (â äàí-

íîì ñëó÷àå k = 2), èìåÿ â êà÷åñòâå âõîäíîé èíôîðìàöèè íàáîðû ïðèçíàêîâ

Xj = (xj1, . . . , xjt)
T , õàðàêòåðèçóþùèõ ñòóäåíòîâ. Äàííûå ñòóäåíòîâ ìîãóò

ñîäåðæàòü êàê äèñêðåòíûå è íåïðåðûâíûå êîëè÷åñòâåííûå ïðèçíàêè, òàê è

êà÷åñòâåííûìè ïðèçíàêè, ïîýòîìó ñëåäóåò ðàññìàòðèâàòü ïîñòàâëåííóþ çà-

äà÷ó êëàññèôèêàöèè êàê çàäà÷ó â ïðîñòðàíñòâå ðàçíîòèïíûõ ïðèçíàêîâ. Â

êà÷åñòâå âûõîäíîé èíôîðìàöèè èñïîëüçóåòñÿ ïðèíàäëåæíîñòü ñòóäåíòà ê îä-

íîìó èç çàÿâëåííûõ êëàññîâ, à òàêæå àïîñòåðèîðíîå ðàñïðåäåëåíèå.

Äëÿ ðåøåíèÿ ïîñòàâëåííîé çàäà÷è áûëè âûäåëåíû ñëåäóþùèå ýòàïû:

1. ïðåäâàðèòåëüíàÿ îáðàáîòêà äàííûõ;

2. âûáîð ñîîòâåòñòâóþùèõ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ;

3. îïðåäåëåíèå ìåòðèê êëàññèôèêàöèè;
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4. ïîñòðîåíèå ìîäåëåé, ïîäáîð îïòèìàëüíûõ ïàðàìåòðîâ;

5. ñðàâíåíèå è àíàëèç ïîëó÷åííûõ ðåçóëüòàòîâ.

Â êà÷åñòâå îñíîâíîãî íàáîðà èñïîëüçóåìûõ àëãîðèòìîâ áûëè âûáðàíû

ñëåäóþùèå:

� ìåòîä k-áëèæàéøèõ ñîñåäåé;

� ÿäåðíûé ìåòîä îïîðíûõ âåêòîðîâ;

� ëîãèñòè÷åñêàÿ ðåãðåññèÿ;

� äåðåâüÿ ðåøåíèé.

Îöåíêà çíà÷èìîñòè ïðèçíàêîâ ïðîâîäèëàñü ñ ïîìîùüþ ìåòîäà ñâåðõ-

ñëó÷àéíûõ äåðåâüåâ. Â êà÷åñòâå ìåòðèê êëàññèôèêàöèè ðàññìàòðèâàëèñü:

1. òî÷íîñòü ìîäåëè íà òåñòîâîé è îáó÷àþùåé âûáîðêàõ (accuracy) äëÿ âû-

ÿâëåíèÿ ïðèçíàêîâ ïåðåîáó÷åíèÿ è íåäîîáó÷åíèÿ ìîäåëè;

2. ìàòðèöà íåòî÷íîñòåé (confusion matrix), íà îñíîâå êîòîðîé áûëè ðàñ-

ñ÷èòàíû precision (òî÷íîñòü) è recall (ïîëíîòà).

Ïåðâàÿ ñåðèÿ ýêñïåðèìåíòîâ áûëà ïðîâåäåíà ñ ó÷åòîì ñëåäóþùèõ

óñëîâèé: íå ðàññìàòðèâàëàñü èòîãîâàÿ îöåíêà ïî ìàòåìàòè÷åñêîìó àíàëèçó

â òðåòüåì èëè ÷åòâåðòîì ñåìåñòðå; ïîñëå ïåðâûõ òåñòîâ áûëè èñêëþ÷åíû

ïðèçíàêè, ñîäåðæàùèå êàòåãîðèàëüíóþ èíôîðìàöèþ î ñòàòóñå ïåðåâîäà â

ñëåäóþùèé ñåìåñòð èç-çà âûñîêîé êîððåëÿöèè ñ èòîãîì îáó÷åíèÿ.

Âûâîäû ïî ðåçóëüòàòàì ïåðâîé ñåðèè ýêñïåðèìåíòîâ:

� ëó÷øèé ðåçóëüòàò íà òåñòîâîì íàáîðå äåìîíñòðèðóþò ìîäåëè ëîãèñòè-

÷åñêîé ðåãðåññèè è äåðåâüåâ ïðèíÿòèÿ ðåøåíèé (òî÷íîñòü îêîëî 90%);

� íàèáîëüøàÿ òî÷íîñòü ìîäåëè íà îñíîâå ëîãèñòè÷åñêîé ðåãðåññèè äîñòè-

ãàåòñÿ ïðè çíà÷åíèè ïàðàìåòðà C = 100.0, ò. å. ìîäåëü òðåáóåò ìåíüøåé

ñòåïåíè ðåãóëÿðèçàöèè, ÷òî ïîä÷åðêèâàåò âàæíîñòü ïðàâèëüíîé êëàñ-

ñèôèêàöèè êàæäîé òî÷êè. Ïðè âûáîðå âûñîêîãî çíà÷åíèÿ ïàðàìåòðà

ðåãóëÿðèçàöèè âîçíèêàåò âåðîÿòíîñòü ïåðåîáó÷åíèÿ ìîäåëè, îäíàêî ïî-

ñòðîåííûå ìîäåëè ïðèçíàêè ïåðåîáó÷åíèÿ íå äåìîíñòðèðóþò;

� ìîäåëè ÷óâñòâèòåëüíû ê âûáîðó ñîîòíîøåíèÿ ìåæäó êîëè÷åñòâîì ïðè-

ìåðîâ òåñòîâîãî è îáó÷àþùåãî íàáîðîâ, à òàêæå ïðèìåðàì, ïîïàâøèì

â òîò èëè èíîé íàáîð;

� ìîäåëü, ïîñòðîåííàÿ íà îñíîâå ìåòîäà îïîðíûõ âåêòîðîâ, äåìîíñòðè-

ðóåò ïðèçíàêè ïåðåîáó÷åíèÿ: íàáëþäàåòñÿ òåíäåíöèÿ ê òî÷íîìó îïðå-
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äåëåíèþ ñòóäåíòîâ, êîòîðûå ïîëó÷àò äèïëîì, â òî æå âðåìÿ ìîäåëü

ïðàêòè÷åñêè íå ïðåäñêàçûâàåò îò÷èñëåíèå;

� ìåòîä k-áëèæàéøèõ ñîñåäåé ïîçâîëÿåò ïîñòðîèòü ìîäåëü, äåìîíñòðèðó-

þùóþ íèçêóþ òî÷íîñòü êëàññèôèêàöèè ïðè ëþáûõ íàáîðàõ ïàðàìåò-

ðîâ, ÷òî äîêàçûâàåò íåîáõîäèìîñòü èñêëþ÷èòü ìåòîä èç ðàññìîòðåíèÿ;

� íàèáîëåå çíà÷èìûé ïðèçíàê â äàííîé ñåðèè ýêñïåðèìåíòîâ � ðåçóëüòàò

ÅÃÝ (îêîëî 0, 31);

� ñóììàðíàÿ çíà÷èìîñòü îòìåòîê ïî ìàòåìàòè÷åñêîìó àíàëèçó çà ïåðâûé

è âòîðîé ñåìåñòðû ñîñòàâëÿåò � 0, 308, à ïî èíôîðìàòèêå � 0, 276, ÷òî

ïîçâîëÿåò ñäåëàòü çàêëþ÷åíèå î ïðèìåðíî îäèíàêîâîé ñòåïåíè âëèÿíèÿ

äèñöèïëèí íà âîïðîñ îá îò÷èñëåíèè.

Öåëü âòîðîé ñåðèè ýêñïåðèìåíòîâ � âûÿâëåíèå çàâèñèìîñòè êà-

÷åñòâà ìîäåëè îò âûáîðà îïðåäåëåííîãî íàáîðà ïðèçíàêîâ. Áûëà âûäâèíóòà

ñëåäóþùàÿ ãèïîòåçà: ìîäåëü, ïîñòðîåííàÿ íà îñíîâå äàííûõ àêàäåìè÷åñêîé

óñïåâàåìîñòè ïî ìàòåìàòè÷åñêîìó àíàëèçó, ñïîñîáíà áîëåå òî÷íî ïðåäñêàçû-

âàòü îò÷èñëåíèå ñòóäåíòîâ ïî ñðàâíåíèþ ñ ìîäåëüþ, ðåàëèçîâàííîé íà îñíîâå

äàííûõ îá óñïåâàåìîñòè ïî äèñöèïëèíå ¾èíôîðìàòèêà¿.

Âûâîäû ïî ðåçóëüòàòàì âòîðîé ñåðèè ýêñïåðèìåíòîâ:

� âòîðàÿ ñåðèÿ ýêñïåðèìåíòîâ ïîçâîëèëà çíà÷èòåëüíî óëó÷øèòü òî÷íîñòü

ìîäåëåé ïî ñðàâíåíèþ ñ ïåðâîé;

� ëó÷øèå ïîêàçàòåëè êà÷åñòâà äåìîíñòðèðóþò ìîäåëè ñ íàáîðîì ïðèçíà-

êîâ exam + math + algem + math_2 + math_�nal è math + algem +

math_2 + math_�nal;

� ìîäåëè, ïîñòðîåííûå íà áàçå àêàäåìè÷åñêîé óñïåâàåìîñòè ïî äèñöè-

ïëèíå ¾èíôîðìàòèêà¿, çíà÷èòåëüíî ìåíåå ýôôåêòèâíû ïî ñðàâíåíèþ

ñ ìîäåëÿìè, îñíîâàííûìè íà èñïîëüçîâàíèè îòìåòîê ïî ìàòåìàòè÷å-

ñêîìó àíàëèçó, ÷òî ïîäòâåðæäàåò âûäâèíóòóþ ãèïîòåçó;

� ó÷åò èòîãîâîé îòìåòêè ïî ìàòåìàòè÷åñêîìó àíàëèçó ñóùåñòâåííî ñìå-

ùàåò çíà÷èìîñòü ðåçóëüòàòîâ ÅÃÝ, ïðè èñêëþ÷åíèè äàííîãî ïîêàçàòåëÿ

(exam) ýôôåêòèâíîñòü ìîäåëè ñíèæàåòñÿ íåçíà÷èòåëüíî, òàêæå ñòîèò

îòìåòèòü ïàäåíèå çíà÷èìîñòè îòìåòîê ïî ìàòåìàòè÷åñêîìó àíàëèçó çà

ïåðâûé è âòîðîé ñåìåñòðû;

� ìîäåëü ïðîãíîçèðîâàíèÿ îò÷èñëåíèÿ ñòóäåíòà äåìîíñòðèðóåò âûñîêóþ
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îáîáùàþùóþ ñïîñîáíîñòü ïîñëå äîáàâëåíèÿ èòîãîâîé îòìåòêè ïî äèñ-

öèïëèíå ¾ìàòåìàòè÷åñêèé àíàëèç¿;

� ñóùåñòâåííûì íåäîñòàòêîì ïîñòðîåííûõ ìîäåëåé ÿâëÿåòñÿ ñîõðàíèâ-

øàÿñÿ ÷óâñòâèòåëüíîñòü ê âûáîðó ïàðàìåòðà random_state;

� ñîõðàíÿåòñÿ òåíäåíöèÿ ê ïðåâàëèðîâàíèþ ìåòîäîâ ëîãèñòè÷åñêîé ðå-

ãðåññèè è äåðåâüåâ ðåøåíèé;

� ïðîâåäåíèå ïðåäâàðèòåëüíîé îáðàáîòêè ïîçâîëèëî çíà÷èòåëüíî ïîâû-

ñèòü ýôôåêòèâíîñòü ìîäåëåé, â ïåðâóþ î÷åðåäü, ïîñòðîåííûõ ÿäåðíûì

ìåòîäîì îïîðíûõ âåêòîðîâ.

Çàêëþ÷èòåëüíûé ýòàï ðåøåíèÿ ïîñòàâëåííîé çàäà÷è âêëþ÷àë â ñåáÿ

îïòèìèçàöèþ îöåíêè êà÷åñòâà ïîñòðîåííûõ ìîäåëåé, ïðîãíîçèðîâàíèå âåðî-

ÿòíîñòè îò÷èñëåíèÿ ñòóäåíòà.

Ïî ðåçóëüòàòàì ïåðåêðåñòíîé ïðîâåðêè ìîæíî ñäåëàòü ñëåäóþùèå âû-

âîäû:

� äëÿ ïîñòðîåííûõ ìîäåëåé ñóùåñòâóåò îòíîñèòåëüíî âûñîêèé ðàçáðîñ

çíà÷åíèé ïðàâèëüíîñòè, âû÷èñëåííûõ äëÿ áëîêîâ. Ïîäîáíûé ðåçóëü-

òàò ìîæåò îçíà÷àòü, ÷òî ìîäåëü ñèëüíî çàâèñèò îò êîíêðåòíûõ áëîêîâ,

èñïîëüçîâàííûõ äëÿ îáó÷åíèÿ, à òàêæå ýòî ìîæåò áûòü îáóñëîâëåíî

íåáîëüøèì ðàçìåðîì íàáîðà äàííûõ;

� èñïîëüçîâàíèå â êà÷åñòâå ïàðàìåòðà cv (êîëè÷åñòâî áëîêîâ ïåðåêðåñò-

íîé ïðîâåðêè) ãåíåðàòîðà ðàçáèåíèé ïîçâîëèëî ïîâûñèòü ýôôåêòèâíî-

ñòè ïåðåêðåñòíîé ïðîâåðêè;

� íàèáîëåå òî÷íî ìîæíî ïðåäñêàçàòü âåðîÿòíîñòü îò÷èñëåíèÿ ñòóäåíòà

ïîñëå ïîëó÷åíèÿ èòîãîâîé îòìåòêè ïî äèñöèïëèíå ¾ìàòåìàòè÷åñêèé

àíàëèç¿ â òðåòüåì èëè ÷åòâåðòîì ñåìåñòðå (â çàâèñèìîñòè îò íàïðàâ-

ëåíèÿ), ñëåäîâàòåëüíî ïîñëå âòîðîãî êóðñà ìîæíî ñ âåðîÿòíîñòüþ 0,92

îòíåñòè îïðåäåëåííîãî ñòóäåíòà ê ãðóïïå ðèñêà îò÷èñëåíèÿ;

� ïî ñðàâíåíèþ ñ îöåíêàìè âòîðîé ñåðèè ýêñïåðèìåíòîâ èñïîëüçîâàíèå

ïåðåêðåñòíîé ïðîâåðêè ïîçâîëèëî ïîëó÷èòü íàèáîëåå äîñòîâåðíîå ïðåä-

ñòàâëåíèå î êà÷åñòâå ìîäåëåé.

Â òàáëèöå 2 ïðåäñòàâëåíû ïðèìåðû âåðîÿòíîñòè îò÷èñëåíèÿ äëÿ ñòó-

äåíòîâ ñ ðàçëè÷íûìè äàííûìè àêàäåìè÷åñêîé óñïåâàåìîñòè, ïðåäñêàçàííûõ

íàèáîëåå ýôôåêòèâíûìè èç ïîëó÷åííûõ ìîäåëåé.
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Òàáëèöà 2 � Âåðîÿòíîñòè îò÷èñëåíèÿ äëÿ ñòóäåíòîâ

ìàò. àëãåáðà ìàò. ìàò. logistic decision
àíàëèç è ãåîìåòðèÿ àíàëèç àíàëèç regression tree
1 ñåì. 2 ñåì. èòîãîâûé ñåì.
4 3 3 3 0.058 0.0
4 3 5 2 0.709 1.0
5 3 3 3 0.06 0.0
3 3 3 2 0.963 1.0
5 4 4 5 0.0 0.0

Â êà÷åñòâå îñíîâíîãî íàïðàâëåíèÿ ðàçâèòèÿ ðàçðàáîòàííîãî ïðîãðàìì-

íîãî ïðîäóêòà âûñòóïàåò âîçìîæíîñòü ñîçäàíèÿ ïðîåêòà èíòåëëåêòóàëüíîé

íàäñòðîéêè äëÿ ñèñòåìû äèñòàíöèîííîãî îáðàçîâàíèÿ óíèâåðñèòåòà íà áàçå

ñóùåñòâóþùèõ ïëàòôîðì äëÿ ñáîðà è ó÷åòà äàííûõ ïî îáó÷åíèþ (MOODLE

èëè IpsilonUni) ñ èñïîëüçîâàíèåì ìåòîäîâ ìàøèííîãî îáó÷åíèÿ, ãäå ïðîãíî-

çèðîâàíèå óñïåøíîñòè îáó÷åíèÿ ñòóäåíòà áóäåò âíåäðåíî â ðîëè îäíîãî èç

êëþ÷åâûõ ìîäóëåé.

Çàêëþ÷åíèå. Â ðàáîòå áûëè èññëåäîâàíû ïåðñïåêòèâû ïðèìåíåíèÿ

ñîâðåìåííûõ èíôîðìàöèîííûõ òåõíîëîãèé, â ÷àñòíîñòè ìàøèííîãî îáó÷åíèÿ

è èíòåëëåêòóàëüíîãî àíàëèçà äàííûõ, â êà÷åñòâå îñíîâû ðàçâèòèÿ ñôåðû

îáðàçîâàíèÿ.

Áûëè ðåøåíû ñëåäóþùèå çàäà÷è:

� óãëóáëåííîå èçó÷åíèå òåîðåòè÷åñêèõ îñíîâ èíòåëëåêòóàëüíîãî àíàëèçà

äàííûõ è ìàøèííîãî îáó÷åíèÿ;

� ñîâåðøåíñòâîâàíèå íàâûêîâ ïðîãðàììèðîâàíèÿ íà âûñîêîóðîâíåâîì ÿçû-

êå ïðîãðàììèðîâàíèÿ Python (Version 3.6);

� èññëåäîâàíèå ðåàëèçàöèé àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ íà ÿçûêå

Python;

� ñáîð è àíàëèç äàííûõ àêàäåìè÷åñêîé óñïåâàåìîñòè ñòóäåíòîâ ìåõàíèêî-

ìàòåìàòè÷åñêîãî ôàêóëüòåòà ÑÃÓ èìåíè Í. Ã. ×åðíûøåâñêîãî;

� ðàçðàáîòêà ïðîãðàììíîãî ïðîäóêòà äëÿ ïðîãíîçèðîâàíèÿ óñïåøíîñòè

îáó÷åíèÿ ñòóäåíòîâ íà ïðèìåðå ìåõàíèêî-ìàòåìàòè÷åñêîãî ôàêóëüòåòà

ÑÃÓ íà ÿçûêå ïðîãðàììèðîâàíèÿ Python;

� àíàëèç è ñðàâíåíèå ïîñòðîåííûõ ìîäåëåé, âûäåëåíèå çàêîíîìåðíîñòåé;

� àíàëèç ïåðñïåêòèâ ïðèìåíåíèÿ è ðàçâèòèÿ ðàçðàáîòàííîãî ïðîãðàìì-
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íîãî ïðîäóêòà.

Ðàññìîòðåíèå ïðîáëåìû ïðîãíîçèðîâàíèÿ óñïåøíîñòè îáó÷åíèÿ ñòóäåí-

òîâ ïîçâîëèëî âûÿâèòü ñêðûòûå çàâèñèìîñòè ìåæäó ðåçóëüòàòàìè îñâîåíèÿ

îáðàçîâàòåëüíûõ äèñöèïëèí è âåðîÿòíîñòüþ îò÷èñëåíèÿ îáó÷àþùèõñÿ. Î÷å-

âèäíî, âîïðîñû îò÷èñëåíèÿ íåïîñðåäñòâåííî çíà÷èìû êàê äëÿ ãîñóäàðñòâåí-

íîãî ñåêòîðà âñëåäñòâèå ñíèæåíèÿ êîëè÷åñòâà ïîòåíöèàëüíûõ êâàëèôèöèðî-

âàííûõ ñïåöèàëèñòîâ, à òàêæå ïîòåðè ÷àñòè ðåñóðñîâ, âûäåëåííûõ íà îáó÷å-

íèå, òàê è äëÿ ñàìèõ îáó÷àþùèõñÿ â ñâÿçè ñ çàòðàòîé âðåìåíè è óñèëèé. Òà-

êèì îáðàçîì, îïòèìèçàöèÿ ðåøåíèÿ âîïðîñîâ îá îò÷èñëåíèè ÿâëÿåòñÿ íàñóù-

íûì âîïðîñîì, êîòîðûé ìîæåò áûòü ðåøåí ïóòåì ïðåâåíòèâíîé àíàëèòèêè è

ïðèíÿòèÿ ñîîòâåòñòâóþùèõ ìåð íà óðîâíå îáðàçîâàòåëüíîãî ó÷ðåæäåíèÿ.

Ðàçðàáîòàííûé ïðîäóêò ïîçâîëÿåò âûÿâëÿòü ñòóäåíòîâ â ãðóïïå ðèñêà

óæå ïîñëå òðåòüåãî èëè ÷åòâåðòîãî ñåìåñòðà ñ òî÷íîñòüþ 92% íà îñíîâå äàí-

íûõ îá àêàäåìè÷åñêîé óñïåâàåìîñòè, íàêàïëèâàåìûõ íà áàçå óíèâåðñèòåòà,

÷òî õàðàêòåðèçóåò âûñîêîå êà÷åñòâî ïîñòðîåííîãî àëãîðèòìà îáðàáîòêè äàí-

íûõ. Êðîìå ñòàíäàðòíîãî ðåãðåññèîííîãî àíàëèçà áûëè òàêæå èñïîëüçîâàíû

ìåòîäû äåðåâüåâ ðåøåíèé, ÿäåðíûé ìåòîä îïîðíûõ âåêòîðîâ, ÷òî ïîçâîëèëî

ïóòåì ñðàâíèòåëüíîãî àíàëèçà âûÿâèòü îïòèìàëüíûå àëãîðèòìû äëÿ ðåøå-

íèÿ ïîñòàâëåííîé çàäà÷è. Îäíàêî êà÷åñòâî ìîäåëåé çíà÷èòåëüíî çàâèñèò îò

êîëè÷åñòâà àíàëèçèðóåìûõ ñåìåñòðîâ, çà êîòîðûå èìåþòñÿ äàííûå îá óñïå-

âàåìîñòè, à òàêæå îò ðàñïðåäåëåíèÿ ïðèìåðîâ ïî òåñòîâûì áëîêàì, ÷òî ñâè-

äåòåëüñòâóåò î íåîáõîäèìîñòè äàëüíåéøèõ èññëåäîâàíèé íà áîëåå øèðîêèõ

âûáîðêàõ.
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