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BBE/JIEHUE

[Tpumenenne MaccoBOTO NapaJsiieu3Ma ¢ UCIIOJb30BAHNEM CIeIHaIn3UPO-
BaHHDLIX YCKOPUTEJIEH SIBJISIETCsT B HACTOSIIEe BPEMsi OCHOBHBIM HallpPaBJIEHUEM
Pa3BUTHS BBIYMCJIUTEIbHBIX CHUCTEM OOJIbIION IPOU3BOJIUTEILHOCTH. DTO OIIpe-
JIeJIsieT OCHOBHBIE BBI3OBBI IIPU IIPOIPAMMUPOBAHUN IPUIOKEHUN JJIsI TAKUX CHU-
creM. DPMEKTUBHOE UCIIOJIb30BaAHUE AIIIAPATHOTO [MapaAJLIeIu3Ma B €ro PasHo00-
PA3HBIX BOILIOIIEHHUSIX U PEAJM3AINAX CTAHOBUTCS 00sI3aTEIbHBIM TPeOOBaAHUEM
pu pa3paboTKe MPOrPAMMHBIX PeIIeHui, OPUEHTHPOBAHHBIX Ha MCIIOJH30BaHNE
Ha BBIYUCJUTENbLHBIX KJIacTepax U MacCOBO IapaJjiejbHbIX CUCTEMAaX.

[Tepeo MHOI ObLIa IOCTaBJICHA 3a/a4a aJalTallll BEIYUCIUTEIHLHOIO 0J10-
K&, [IPOIPAMMHOI'O KOMILIEKCA, 00ECIeUnBAOIIEro MOJIEJMPOBAHKIE IIPOIECCOB I1e-
peHoca 3apsijia B rpadene, i pabOThl Ha BbIYUCAUTEIbHBIX yCKOpuTe/six Intel
Xeon Phi. C BeinosiHenuem Tectupopatus ero 3p@MEeKTUBHOCTH U JIEMOHCTpallieil
paboTOCIIOCOOHOCTHU Ha IpUMepPe MOJICJIMPOBAHUS PE3yIbTATOB JIelicTBUsA Ha 0Opa-
3e1 rpadeHa MOIITHONO KOPOTKOI0 UMIIY/IbCa TeparepiioBOro JInamna30Ha.

ApxuTekTypa n cocTaB MporpaMMHOIro obecriedeHust Jijist corporeccopa Intel
Xeon Phi opuenTrpoBatbl Ha BHIOJHEHUE BbICOKOIIPOU3BOUTE/IBHBIX TTPUJIOMKE-
HUM, CIIOCOOHBIX MaKCUMaJIbHO KCIIOJIb30BaTh BO3MOXKHOCTH OJITHOBPEMEHHOI'O BbI-
HoJIHeHUsI coTeH 11oTokoB. Berpoennoe 110 mos3BoJisier nCob30BaTh €ro B CHCTE-
max ¢ munoit PCI Express, paboraroiiux 1o/ ylpaBjJIeHrueM OlePalMOHHbIX CHCTEM
Linux nin Windows. bBubjsinoreku obecrieunbatior 6a30By10 (PyHKIIMOHAJIHHOCTb,
TAKyI0 KaK OIpEeJIeJIEHIE COITPOIECCOPOB B CHCTEME, MTEePeIady JaHHBIX MEeXK Ly XO-
CTOM ¥ COIIPOIIECCOPOM, 3aIPY3KY UCIOJIHsIeMbIX (aiiyioB Ha Xeon Phi u ux 3amyck.
MHcTpyMeHTaIbHBIE CPEJICTBA MO3BOJISIOT YIIPABIATH HACTPOUKAM COIIPOIECCopa,
HoJIy4arh MHGMOPMAIUIO O er0 COCTOAHMEK, OOHOBJIATH SHEPrOHE3aBUCUMYIO Ia-
MsiTh. [IoCKOJIBKY cotmporieccop paboTaer 1moJ| yIpaBJIeHreM COOCTBEHHON onepa-
I[IMOHHOW CUCTEMbI BO3ZMOXKEH JlaKe MPAMOA TePMUHAJIBHBIN JOCTYII TTPUA UCITOJH-
soBanuu SSH. OjiHaKoO UCIONHAEMbBIH KOJI JIJIs 3allyCKa, Ha COIPOIEccope Tpedyer
CIeNNaJLHON aJanTalil, B TOM YiCIe 00eceunBaioneil KOppeKTHOe B3anMO/Ieil-
crBue ¢ 6a30BOI CUCTEMOIA.

B 1cxoiHOM BBIYHCIATEIHLHOM OJIOKE OCHOBHBIMK PECYPCOEMKUMU MTPOIEC-
CaM# sBJISIIOTCs IIPOIE/yPbl UUCJIEHHOI'O PEIIeHUs CUCTEM OObIKHOBEHHBIX (-
depennuaibibX ypaBHenunii. OHu peaju3oBanbl cpejcTBaMu Oubinorekn GSL

u3 Kosekiun ¢sobogroro 110 mpoekta GNU. PacnapasnienuBanne peajn3oBaHO



cpeacrBamu MPI.

Ha mepBom srale s 3aHHMAaJICI U3YUIEHUEM apXUTEKTYPHBIX OCOOCHHOCTEI,
IPOTIeAYP U NPUEMOB UCIIOJIL30BaHKS COIIpoIieccopa. BapuaHToB opraHu3alium ero
B3aMMOJICCTBHS ¢ 6A30BOI CUCTEMOM, POIEeayp oOMeHa JaHHbIMU. Cleayonmum
9TAIIOM OBLIO 3HAKOMCTBO C II€JIEBbIM IIPOIPAMMHBIM MOJIYJIEM CHCTEMbI MOJEJII-
pOBaHMs MPOIECCOB EPEHOCA, KOTOPHI MHE HEOOXOMMO ObLIO IepepadboTarh u
aJlallTUPOBaTh. Da30BbIMU IPUHIKMIIAMK U 3aja9aMi pabOThl BCeil IIporpaMMHO
cucreMbl. Y BbIOJIHEHHE pabOT IO aJalTallii. 3aBepIIaloNIuM TaloM pabOTh
ObLI0 TecTupoBaHue pazpaboranHHoro pernerusi. CHadasa 9T0 ObLIO ClIeJaHO Ha
CIEIUAIBLHO MOAIOTOBIECHHBIX 3a/[a9aX Pa3JIuIHOIO YPOBHSI CJIOKHOCTH M, 3aTEM,
MIPOBEJIEH TIOJIHBIN IMKJI MOJEIUPOBAHIS KOHETHOIO COCTOSIHIST MaTEPUAIa B YCJIO-
BUAX PEAJMCTUYHOIO 110 HAOOPY IapaMeTpoB BHEIIHEI'O BO3JEHCTBUSI.

PaboTa BBINOJIHSIIACH C UCIOJIHL30BAHUEM AIllIapaTHBIX U IIPOrPAMMHBIX pe-

CYPCOB BbIYUCIUTEHLHOIO Kiaacrepa CIVY.



1 IlocTranoBKa 3aga4n

[enbio mpejicTapisieMoit paboThl sIBJISIETCS YCKOPEHUE TTPOTIE Iy Phl MO~
POBAHUSI IIPOIECCOB IIepeHoca B IpadeHe 3a cueT UCIOJHEeHUsT HauboJiee Pecypco-
eMKOIl JaCcT! KOJa Ha CIENUAJU3UPOBAHHBIX JIJIA BBITOJHEHUSA MaTEeMATHICCKUX
oneparuit comporeccopax Intel Xeon Phi.

B kauecrBe 11€J1€BOIi TTPOIPAMMHOI CUCTEMBI, B COCTaBE KOTOPO MPEJICTOUT
GYHKIMOHUPOBATH paspadaTbIBAEMOMY MO/IYJIIO, BLICTYIIAET IIPOIPAMMHBINA KOM-
IIJIEKC, pa3pabOTaHHbIN JIJIsd TaKOIo MOJEJIMPOBAHMS C MCIOJb30BaAaHUEM HUTEpa-
IIUOHHO TIPOIEIYPbl BBITUCICHUST (PYHKIIMU PACIPEIeIeHIsT HOCUTeIei 3apsiia
Ha aJIAlITUBHOM CeTKe C IePEMEHHbIM IIaroM, CTPosiieiics B popMe JIByMEPHOIO
KBaJIPOJIEPERA.

B ucxomnoit Bepcun mporpaMMbl CUCTEMbI BHIYHCECHN PEAJTU30BbIBAJIUCH B
napaJijieJIbHOM pexKuMe HO ¢ ucroJib3oBanueMm Tosbko CPU. Ilporpamma namu-
caHa Ha sA3bike nporpammuposanust Cu. PacnapasuieimBanue peaju30BaHO CPeji-

crBaMu oubsamnoreku MPI.

1.1 AganTuBHad ceTKa

[Tpu periennu 3aja4 ONTUMU3ANKUK TTPOIEAYPhl YUCIEHHOI'O WHTEIPUPOBa-
HUS YacTO NMpUMEHseTCs OMceKIus mara. HampuMep, Ipu MCIOJb30BAHUN TPa-
BuJia PyHTe JJis1 OTIEHKH MOTPENTHOCTH KBAJIPATYPHBIX (DOPMYJT U B aJIalITHBHBIX
AJIrOpUTMaxX. IJTa Mpole/ypa 0000IaeMa Ha JIBYyMEPHbIA U TPEXMEPHbII CJiydan
IyTeM MCIOJIb30BaHUs KBAJIPO - U OKTO - jiepeBbeB. st paccMarpuBaemMoro JiBy-
MEpPHOTO IIPOCTPAHCTRA (P1,P2) KBAJPOAEPEBO MO3BOJISET ONPEIETUTh €ro TOJHOE
MOKPbITUE KBaJ[paTaMU, OTHOIIEHWE CTOPOH KOTOPbLIX NPUHAJJIEKUT PAJy 3HA-
wennit 2V, rme N = 1,2,3... psJi HATYpaJbHBIX 4nces. SHadeHUe (DYHKINU B
npejiesiax KaxkJIoro Takoro KBaJjipara NPUHUMAETCs PaBHbIM €€ 3HAUEeHUIO B IEH-
TpaJibHOI TouKe. st obecrieuenusi yHUBEPCAJIbHOCTH TIPU paboTe ¢ ITPOU3BOJIb-
HBIMU TIapaMeTpaMu MOJICJIMPYEMOro MpOoIecca 00JaCThI0 TTOCTPOCHUS aJIallTHR-
HOW CEeTKHU JIOJKHa OBITH BCs OOJIACTDH OIpeJiesieHust (PYHKIUUA pPacIpeieeHusT
—m < pp <7, —7 < pp < 7. OHA BBICTYTIAET B KadecTBE KOPHsI KBaJIPOJIepeBa.
B peaJinzoBaHHO# Bepcuu 1POIe/Lypbl IOCTPOEHUs KBAJIPOJIEPEBA, IEHTP KOPHEBO-
ro KBaJpaTa Bcerja pasmemniaercss B Touke p; = 0, po = 0. 3nauenue GyHKInM

pacrpeieJieHusd B 3TOI TOYKe MPUHUMAECTCH PaBHBIM HYJIIO.



1.2 ApxuTekTypa NporpaMMHOT0 KOMILJIEKCA

B kojie mporpaMMbl UCIOJIB3YETCs ClielnabHas aJalTupoOBaHHas CUCTEMA
EJIMHUIIBI, eCTeCTBEeHHAd JIJId pacCMaTpuBaeMoOil 3a/1a4u.

Qusnveckne mapaMeTphl 3aJ1a91 3aJIaI0TCA B OT/IeIbHOM baitie task_q.txt.
Bce napamerpbl 3a/1al0TCsi B €CTeCTBEHHOM «r'padeHoBoity cucreme ejunull. Kpo-
Me 3TUX [MapaMeTpoB, ONpeJeasdeMbIX U 3aaBaeMbIX J10 dTalla MOCTPOCHUS Perle-
HUsl, CYIIECTBYET HECKOJILKO IJI00AJbHBIX IIapaMeTPOB, U3MEHSIONUXC B IIPOIEC-
ce pertenus 3a7a4qu. OHu BbIJIeIeHbl B OTAesbHbBIN (aitn task_globe.txt. [locie
BBIUKCJICHUST (DYHKITUU pacIpeieSIeHus] JIJisl CIUCKa Y3JI0B BCE MOJyUYeHHbIe JTaH-
Hble 3alMChIBAIOTCS BO BpeMeHHbI (aityl calc_resalt_temp.txt. U nocuemneit
CTPYKTYPOIi SIBJISIETCS MaCCHUB JIJIsi XpaHeHUs1 (DpUHAJBHBIX PE3YJIbTaTOB BhIYUCIE-

nnii (daitn g_tree.txt).



2 Apxwurekrypa Intel MIC

Xeon Phi — cemeiicTBo x86 nporeccopos koprniopaiuu Intel ¢ 6osbimm Ko-
JINYECTBOM TPOIECCOPHBIX sJIep.

[aHHbIE TTPOIECCOPHI TPeTHAZHAUEHBI IS UCTIOJIB30BAHUS B CYTEPKOMITHIO-
Tepax, CepBepax W BbICOKOIPOU3BOIMTEIbHBIX PADOUNX CTAHIMAX. ApPXuTeKTypa
IPOIIECCOPOB MO3BOJISIET UCIOJIH30BATH CTAHAPTHBIE S3bIKM MTPOTPAMMUPOBAHWS
u Texnosiorun MPI u OpenMP.

B ocuose apxutekTypbl Intel MIC nexut Knaccuieckass apxuTekTypa X806,
Ha yckoputese ucnonasercs OC Linux. Insg nporpamvuposannsg MIC npemmosa-
raercst ucnosb3oBath OpenMP, OpenCL, Intel Cilk Plus, crnenmanmsupoBanmbie
kommuisitopel Intel Fortran, Intel C++. Takxke npegocrapisiiorcst MaTeMaTHIe-

cKue OMOJINOTEKN.

2.1 Apxwurekrypa Intel Xeon Phi

Comporieccop Intel Xeon Phi Bkitouaer j10 61 mporieccopHbIX diep, Coeau-
HEHHBIX BBICOKOIIPOU3BOJUTENHHON BCTPOEHHON KOJBIIEBOM MHUHOK. 8 KOHTpPOJLIe-
poB namsitu 0ocrykuBaioT 16 kanajsoB GDDRS, obecrieunBasi cymMapHyIo IpoOn3-
BojuresibHocTh 5,5 GT /s (MUILIHAp/IOB EPEChIIOK B CeKYH LY, P IMTUPUHE IHHBI
64 Gaiita 9T0 Jaer MPOIycKHyIo crnocobHocTh 352 GB/s). OTnesbHblil KOMIOHEHT
peanuzyer kiaumeHTckyio Jjioruky PCI Express. Kaxkjoe gapo sBIsgeTcs TOJHO-
(QyHKIMOHAJIBHBIM U HOJJIEPXKUBACT BHIOOPKY U JIEKOJMPOBAHUE MHCTPYKIUNA U3

4 11I0TOKOB KOMaH/I.

2.2 KonsBeiiep gaapa Intel Xeon Phi

Anpa Intel Xeon Phi obecnieunpator BhinosHenue 32- u 64-6urHoro koja,
COBMECTHMOTO ¢ apxuTeKkTypoii Intel64 6e3 mommep:kku pacmmpennit MMX, AVX
u SSE (Bcex Bepcm‘/’l). BJI0K BEKTOPHBIX BBIYHCICHUMN, COAEPKAIMMICT B KaxKIOM
siJipe, JIONOJIHUTE/IbHO peaJiudyer Habop onepaluit Haji 512-6UTHBIMU BEKTOPAMHU.

Kousgeiiep sijipa Intel Xeon Phi cojiepxkut 7 9ranon, 6710k BEKTOPHbBIX BIYUC-
JIEHWI TaKyKe MMEeeT KOHBEHEepHYIO CTPYKTYPY M COCTOUT U3 6 3TaloB, NMpUBEJICH-
Hble Ha pucyHke 1. Bee sTambl ocHOBHOTO KoHBeiiepa kpome mocseanero (WB),
MOJIICPXKUBAIOT CIIEKYISATUBHOE BBIIOJIHEeHHE. Karkjgoe spo MOXKET BBITOJHATD
MHCTPYKIMU 4 TOTOKOB, YTO 1O3BOJISET YMEHBIIUThH OTEPU U3-3a JIATEHTHOCTU

JIOCTYIIa K [AMSITH, BbIIOJHEHMsI BEKTOPHbIX HHCTPYKIMA u T.J1. [3]



2.3 Hepapxuga nmamMaTn

Kaxkioe sinpo cornporneccopa Intel Xeon Phi nmeer cobersennnie karmm Ll n
L2, Bce sJipa COBMECTHO HCIOJB3YIOT ONMEPATHBHYIO MaMATh colporieccopa. Kamm
L1 n L2 gaBnsioTcsa MHKJIIO3UBHBIME, TO €CTh BCE JIAHHBIE, XpAHSIIHECS B KIIIIE
L1, xpansrcs Takxke B kaiie L2. B oboux k3iax 1npu 3aMelieHn UCojib3yercs

nicesio-LRU anropurwm.

2.4 Intel Manycore Platform Software Stack (MPSS)

ApxuTekTypa n cocTaB MporpaMMHOTro obecredeHus st corporieccopa Intel
Xeon Phi opuenTnpoBanbl Ha BBITIOJHEHUE BHICOKOIIPOU3BOIUTEIHHBIX MPUJIOXKE-
HUi, CTOCOOHBIX MaKCUMAaJbHO HUCIOJIB30BATH BOZMOYKHOCTH OJTHOBPEMEHHOT'O BbI-
MOJIHEHUsT coTeH 1OTOKOB. Berpoennoe 1O mo3Bosisier MCHob30BaTh €ro B CH-
cremax ¢ muHoit PCI Express, paboraionux 1moj ypaBjieHreM OnepainoHHbIX
cucteM Linux nim Windows.

Bubmorekn obecriednBaroT 6a30BYI0 (DYHKIMOHAJBHOCTH, TAKYIO KaK OIpe-
JIeJICHUE COMTPOIIECCOPOB B CUCTEME, TIepeady JJaHHBIX MEXKJIy XOCTOM U COTIPOIec-
COPOM, 3arpys3Ky ucroJinsgembix daitnos Ha Xeon Phi n ux 3amyck. Macrpymen-
TaJIbHBIE CPEJICTBA MO3BOJIAIOT YIIPABIATH HACTPOWKAM COIMPOIECCopa, MOJIydaTh
nHQMOPMAIIAIO O €r0 COCTOSIHUM, OOHOBJIATDH €ro (JIell-aMsITh | T.JI.; C [IOMOIIbIO
ssh MOXKHO TTOJTyIUTh TePMUHAJBHBIH JIOCTYT K COMPOIECCOPY JIJIsT 3aIlyCKa Ha HEM

1POIPaAMM.

2.5 Mogenn ucnoJjib3oBaHusi comporieccopa Intel Xeon Phi

Apxurektypa Intel Xeon Phi nojjepkuBaer HECKOJBKO PEKUMOB HCIIOJIb-
30BaHMUsT COMPOIECCOPA, KOTOPhIE MOYKHO KOMOMHUPOBATH JIJIsT JIOCTUKEHWST MaK-
CHUMAJILHOW MPOU3BOINTEHLHOCTH B 3aBUCHMOCTH OT XapaKTEPUCTUK PeIraeMoii
zasaan. [Iporecc Moxker OBITH 3amyIneH KakK B ONEPAlMOHHONE cucTeMe 0a30BOii
cucrembl, Tak 1 B OC comporeccopa; B 3aBUCUMOCTH OT PEXKUMa, UCIIOJIb30BAHMS
MOTYT HCIOJIb30BATHCST BHIYUCUTEIbHBIE MOIIHOCTH TOJIHKO TTPOIECCOPOB 0a30-
BO#l CHCTEMBI, JIMOO TOJIHLKO COIPOIECCOPa, JUOO MPOIEeccopoB DA30BOI CUCTEMBI 1
COIIPOIIECCOPA COBMECTHO. |3

[Tonyep:xuBaeTcs: JiBa pexKuMa BbIIOJHeHns npuaoxkennii: pexkum Offload

u pexxum MPI.



2.6 Co3pganne mpuiaoxkeHnii ajia apxutektypbl MIC

Pazpaborka npusoxkenuit jjs apxurektyphbl Intel Xeon Phi Tpebyer nasu-
qKsl TeX K€ 3HAHUil ¥ HABLIKOB, YTO U Pa3pabOTKa Mapasiie/bHbIX IPUIOKEHUI
JJIS1 PACHPEIEICHHBIX MHOIOSIJIEPHBIX CUCTEM. MOXKHO MCIOJIB30BATE CJIELY IO
IIPOrPAMMHbBIE UHCTPYMEHTDL:

— cpegcrBa paspaborku "Intel Parallel Studio XE 2013 "Intel Cluster Studio
XE 2013 "Intel(R) SDK for OpenCL Applications XE 2013 Beta gcc (B na-
CTOSAIIUI MOMEHT He MOJJICP’KUBACT BEKTOPHbBIE WHCTPYKIIUK) U JIP.;

— o6ubamorexu Intel Math Kernel Library (Intel MKL), Intel Threading Building
Blocks (Intel TBB), Intel Integrated Performance Primitive (Intel IPP), Bxo-
JISIe B COCTaB cpejcTB pa3paborku Intel, a rakxke Intel MPI for Linux,
MPICH2, Boost u ap.

— omnagunkn (Intel Debugger, gdb, totalview), mpoduiuposimukn (Bxoasar B

cocras cpeJcrs pazpaborku Intel), cpejcrsa Bupryajausanuu (xen) u ..

2.7 BekTopuzamnusa

st Toro 4rodbbl npusiokenue 3PEPEKTUBHO KUCIOJIb30BAJIO BbIYUCIUTE b-
Hble Bo3MOxKHOCTH corporieccopa Intel Xeon Phi, neobxonmo Bhitosinenne jiByx
BaXKHBIX YCJIOBUIL: IPUIOXKEHUE JTOJZKHO 00J18/1aTh BBICOKOI CTEIeHbIO TapaJiie/b-
HOCTH, a TaK »Ke MMeTh BO3MOXKHOCTH JIJIsI BEeKTOpU3alluu cBoero koja. Crenarhb
CBOMl KOJI BEKTOPHbIM, UCIOJIb3Ysl KOMIIUJIATOP KoMilanuu Intel, MoxxHo ciiejyro-
IIUMHU CIIOCODAMMU:

— B HekoTophIxX MPOCTHIX CJAydasix KOMIUJISITOP MOYXET CaM BEKTOPHU30BaTh
BaIll KOJI, JIOMOJHATETHHO €My MOYXKHO JIaBaTh PEKOMEHIAINN;

— Mo>KHO KCIIOJIB30BATh BO3MOXKHOCTH HapaJuiesbHoro paciiupenns Intel Cilk
Plus (SIMD jupexrusbl, snementaptbie GYHKIMA 1 CHEIUAIBHYIO TEXHO-
goruio Array Notation jst MaCCHBOB) JIJIS CAMOCTOATEJIbHON BEKTOPU3aIun
KOJIa;

— MoKHO BOCHOJIB30BATHCSI OMOJMOTEKAMHU C YK€ BEKTOPU30BAHHBIM KOJIOM,
nanpumep, Intel MKL. Caeayer, noHEMATD, UTO UCIOJIL30BAHUE TIO00HBIX
O6ubJIMOTEK He BCerja MPUBOJIUT K YCKOPEHUIO BAIEro KOJia.

— MorkHO UCTOJIB30BATH SA3bIK acceMmbiiepa ¢ BEKTOPHBIMU MHCTPYKIUSMU JIJIst
ONTUMUBAINN KPUTUIHBIX YIACTKOB KOJIa, JITOO 0DOJIOUKY STUX UHCTPYKIHMA

B Bujie dyHkimii a3pika Cu (intrinsics). CymecrByror Takxke O6ubIHOTEKN



kaaccoB SIMD, koTopbie sIBJISIOTCS HAJICTPOIKOI DOJiee BHICOKOTO yPOBHS

HaJl BEKTOPHBIMA KOMaH/JlaMU IIPOIECCOPa.

2.8 YckopeHHue IMpUJIO>KEeHU’

OJIHMM M3 CYIIEeCTBEHHBIX MOMEHTOB, Ha KOTOpPBIE CJieJlyeT OOpaTUTh BHU-
MaHUe IIPH yaydiineHnn npuaoxKkennit s Intel Xeon Phi, asnsercs 6amancuposka
HATPY3KU.

Comporneccop Intel Xeon Phi nmozsossier 3amyckarh oHOBpeMeHHO 4 J1OTH-
YeCcKUX II0TOKa Ha s1po. OHako dacTo ObiBaeT 3 peKTuBHEe 3allyCKaTh MEHbIIIee
X KOJIUIECTBO, T.K.:

— 9TO MO3BOJISIET MUHUMU3UPOBATH HAPY3KY Ha KAIIH pasHbix yposreii (L1,
L2, TLB), T.K. eciu 10TOKOB Ha $J[pe MHOIO, OHU HAYMHAIOT CONEPHUYATDH
3a JIOCTYT B KOIII;

— MeEHbIIIe COPEBHOBAHNNI MKy OTOKAMU 3a €/IMHCTBEHHDbIII BEKTOPHDLIN MO-
JLyIIb S7pa;

— YMEHbIIAITCH 3a1IPOChl K OCHOBHOM 11aMsATH.
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3 IIpakTunueckas 4acThb

B ncxonHo# Bepcun nporpaMMHO# CHCTEMbI UMeJIach COOCTBEHHBI MOJLYJIhb
POrPaMMBI, BBITIOJTHSIONIAS BBLIYUCICHUH (DYHKIUN pacripejesieHus fi; U BCIO-
MoraTebHbIX (hyHKINH fo U f3 Ha 00braHBIX LII ¢ Mcmosb30BaHMEM TEXHOJOTUN
MPI. Bpewms Bbitiosinenust imporpammbi jijist obcuera 1300 y3/10B Ha deThIpex sijiep-
rowm rniporieccope Intel(R) Xeon(R) CPU E5-2603 v2 ¢ ucnosib3oatueM 4 moToKoB
COCTaBJIeT OKOJIO 6 MUHYT.

Comnporieccop Intel Xeon Phi, koropblii He0oOX0AuMO ObLIO HCIOIH30BATD,
umeetcs Ha kjaactepe CI'V, mosTomy oT/iaKuBaHMe W 3aIyCK BCEX MTPOTPaMM MPO-
M3BOJIMJICS Ha KJlacTepe. 37eCh NMeeTCsi HECKOJIBKO cotrporieccopoB Xeon Phi mo-
nemn 5110P/5120D. Ouu umeror 60 siiep u 240 norokos, 8 rurabaitt GDDRS
MaMsATH, IIPYA 3TOM MOT'YT JIOCTUTATh MaKCHUMaJbHOI mpousBoguTebHocTu B 1010

GFLOPS.

3.1 3amyck Kojia Ha COIIPOoIleccope

[Tocsie TecTupoBanust Pa3IUYIHLIX BAPUAHTOB 3aIyCKa, OLLIO MPEII0KEHO
3aIlyCKaTh MPOTPAMMY TOJHOCTHIO Ha COIMPOIECCOPE, TO €CTh UCIOJb30BaTh pe-
»xum Co-processor-only, B 9TOM ciydae conporeccop Oymer paccMaTpruBaThCsT Kak
OTJIeJILHBIN MHOTOs1/IepHBII KoMmIbioTep. Mcnonbzopanue 60 giaep n 240 moToKoB
JIOJIZKHO JIOBOJILHO CHJILHO YCKOPUTH PAOOTY IPOIPAMMY.

Intel juist paborbr ¢ Xeon Phi pekomenjiyer ucioib3oBarTh CO3aHHbIA UMK
KOMITHJISITOP icC. UTOOBI 3aIyCTUTh KOJ Ha, CONPOIECCOPEe HAM HEODXOIMMO HC-
MOJIB30BATH CHENWaIbHBINA (hJIar KOMITUISIINA -MIMic, KpoMe 3TOT0 HEOOXOIMMO
yKa3aTh UCIOJIb3yeMble OnOnorekn. KoMIusius: Koga OyaeT BhINJISIIeTh CJIeIy-
IOIIAM 00Pa30M:

icc -L /home/gzimin /gsl-2.4 /usr /local/lib/
-I/home/gzimin/gsl-2.4/ usr/local /include/ -fopenmp -1gsl

-lgslcblas -mmic diploma _calc.c -o calc_mic_native

3.2 /TopaboTKa (pyHKIIMOHAJJIA BBIYUCINTEILHOTO MOLYJIS

OcHoBHBIE BBIYHCJICHUS B 3a/aHHOI IIPOI'PaMMe BBIIOJIHSIOTCA B (DYHKINH
ode_calc(), xKoTOpas HCIOJB3YeTCA JaHHble W3 (aitaoB q_tree u task_q. B
iaBHoit (yHkiuu main uz daityia q_tree B nukjie while HOCTPOYHO CUUTHI-
BalOTCsl BCE JIaHHBIE. 3aTeM OHU MojaioTcst Ha Bxoy dyHKimu ode_calc(), Ko-

TOpas yxke paboTaeT ¢ STHUMHU JAHHBIMU M 3aIUChIBACT UX B BBIXOJHON Qaiir
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calc_result_temp.

Heobxoumo nepenucarh Koji TaK, 4TOObI JIaHHbIE IIOCTPOYHO CUUTHIBAJIACD
U IIepeJlaBaJuch TJIABHOM cueTHON (PYHKIUU B IuKJe for, 4To 1 ObLIO peayn3o-
BaHHO.

st nukjia for HeoOXO/IMMO 3HATH KOJMYECTBO CTPOK B MCXOJHOM (aii-
jie. Tloaromy 1epes; OCHOBHBIM IMKJIOM HYXKHO €Ille pa3 mpounTarTh paiti, u B
OT/IEJILHYIO IePEeMeHHYIO 3alncaTh KOJUIECTBO CTPOK. Temepb MOXKHO 3aMEHUTD
1ukJ while #a for m c mcnonb3oBanueMm jgupekTuB OpenMP pacnapasiennTnb
OCHOBHOW I[UKJI.

st Bu3yasm3alun pe3yJibTaroB HPporpaMMbl ObLJIO PEIIEHO CTPOUTH HECKOJIb-

KO BUJIOB I'pa]pUKOB.

3.3 Bpemsa paboTbl mporpaMmbI

st cpaBHeHUsI BpeMeHu paboThl OBbLIM MCIIOJb30BaHbI BXOJIHbIE JIAHHbBIE C
Pa3INIHBIM KOJImdecTBOM y3J10B: oT 20 10 20 000. TecrupoBanne mpoBOnIOCH IPH
Pa3/IMuIHOM KOJIMYECTBE IOTOKOB. BbLin NCI10/1b30BaHbl HCTPYMEHThHI OMOJIMOTEK 1

OpenMP j1st BoIUMCICHUST BpEMEHY BBITTOJTHEHUST PaOOThHI TPOrPAMMBbI.

3.4 TectupoBanue (pyHKIIMOHUPOBAHUS PEAJTN30BAHHOTO MOIYJIA

B COCTaB€ IIOJIHOI'O IIPOIrpaMHOI0 KOMIIJIEKCaA

Tenepb, nMes: rOTOBYIO OOHOBJIEHHYIO IIPOI'PAMMYy, CUUTAIOINIYIO (DYHKIIHMIO
pacipejiesieHisI HOCUTeJIs 3apsajia B rpadeHe, MOXKHO Peasin30BaTh IMOJHBINA ITUKJI
MojiesinpoBanust (paccuera MYHKIMUA PACIPEIEIICHUs) JIUIsd PEAJUCTUIHON (bu3u-
YEeCKOU 3a/1a4M.

OrnenovyHoe TECTUPOBAHUE B COCTABE IMPOIPAMMHOIO KOMILJIEKCA, BBITTOJIHSI-
JIOCh Ha IIpUMepe OIpeJie/ieHns BUJa (DYHKIIMHE PACIIpe/ie/IeHsl HOCUTE el 3apsijia,
dopMupyeMoii B pesysbTaTe JeiicTBUs Ha oOpasel] rpadeHa KOPOTKOro UMITYJIHCA
JIMHEHO MOJISIPU30BAHHOIO 3JIEKTPOMArHUTHOIO u3JjydeHust ¢ dacroroit 2 T u

AMILIUTYJION HAIPSPKEHHOCTH djiekTprdeckoro noJisi 300 B/cwm.

3.5 JlemoHcTpamuga paboThl HA peajibHOI 3aja4e

(OcHOBBIBasICh Ha, TIOJYUYEHHBIX IpadrKax MOXKHO CJieJIaTh BbIBOJ, 9TO MaK-
CUMaJIbHO 3HaueHus (PYHKIUU pacipejeseHus ObLIO JOCTUIHYTO IIOCJI€ BTOPOI
UTEepallii, TO €CTh B JIEBSITOM IOKOJIeHnH. [locjie 3Toro HoBble 3HaUYEHUs (DYHK-

1M1 TOJIbKO YMEHbIIAJINCD.
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DTO MOXKHO MHTEPIPETUPOBATH KaK JIOTOJHUTEJHHYIO JIETAJN3AINIO0 TTOBE-
JleHust (PYHKIUN pacipejiesienns B 00/1acTh eé MaKCUMaJbHbIX 3Hadenuit. Ho ana-
JIN3 UTEPAITMOHHOM PabOTHl BCEro MPOIrPAMMHOIO KOMILIEKCA BBIXOJIUT 33 PaAMKH
Moeit paboThl. Ha aToM sTamne MoXKHO TOJIBKO KOHCTATUPOBATD, UTO MPEJICTABICH-
HbIE pe3yJibTaThl pabOThI C PEAJIMCTUIHBIMY TaDAMETPaMU MOJIEIN JIEMOHCTPUPY-
10T aJICKBATHYIO, COOTBETCTBYIOILYIO 0XKUJIaeMOi (pU3MIeCcKoil KapTuHe TPoIecca,
paboTy peau30BaHHOM BepCUU BBHIYUCTUTEILHOIO MOy s. [IpegcTaBiennbe BbI-
IIIe CKOPOCTHBIE XapaKTePUCTUKH II03BOJISIIOT TOBOPUTH 00 OYEHb CYIIECTBEHHOM,
H& OJIMH — JIBa 1IOPsiJiKa, COKPAIEHUU BPEMEHHbIX 3aTpal Ha BblYKUCJIEHUE 3Ha-
qenuit GpyHKIMN pacnpeeneHus fi u BcriomorarenbHbiX MyHKIUH fo 1 f3 B Ha-
3HAYAEMBIX y3J1aX MMOKPHIBAIOIIEH aJallTUBHON CeTKN. DTH OIEHKHN B CUJIY 3aKOHA
Amjtasia HeJTh3sT paccMaTpUBATh B KQUeCTBE 0:KUIA€MOTO YCKOPEHHST pabOThI BCETO
IIPOTPaAMMHOTO KOMILIEKca. TeM He MeHee o0Iree ycKopeHue paboThl OKA3bIBACTCA
OY€Hb CYILIECTBEHHBIM U, 110 IIPEeJBapPUTE/IbHbIM OlleHKaM, MOXKeT JlocTurars 4 —
12 pa3. Takoit pesy/brar, B TOM 4ucjie, OblJ1 00yCJIOBJIEH U PacliupeHueM (yHK-
IMOHAJIbHBIX BO3MOXKHOCTEIl IIPOrpaMMHOIO MOJLYJsI IIyT€M BKJIOYEHHS B HEro
POIEIyp MPSAMOil 3aITicH pe3yaIbTATOB cueTa B (ail q_tree.txt BMECTO BHIBO-
Jla BO BpeMeHHbI (haiis ¢ mocjaeayrolieil o00paboTKoi CIeIua bHOM TporpaMMHOi

uporeypoit. I[Ipejcrapiennbie MojuduKalum OTPasKEeHbl B IIPUJIAra€MOM KOJIE.
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SAKJIOYEHUNE

B xoje nojarorosku u Hanmcanuio BKP mMue npwuiiioch oznakomMurhes c
OOJIBIIIUM OOBEMOM MaTepuaJa 10 NPEeJIMETHON 00JacTh, JIJIsi MOIAEINPOBAHMSI
IIPOIIECCOB B KOTOPOI OBLIO HEOOXO/IMMO pa3paboTaTh IIPOrpaMMHOE pelleHue, u
110 COCTaBY, CTPYKTYPe 1 BHYTPEHHUM HHTepdeiicaM IporpaMMHOTO KOMILIEKCa, B
KOTOPBII IPEJCTOSIO0 HHTEIPUPOBATH pa3padaTrbiBAeMyI0 MHON IPOrpaMMY. DTa
pabora KpPaTKo OTPaykeHa B TEKCTE, NPEJICTABJISIEMOM Ha 3aIUTYy.

OcHoBHbBIE TPOOJIEMBI, KOTOPBIE MTPEJICTOSIIIO PENTATE, OBLIN CBA3AHBI ¢ OCBO-
eHUEeM IIPOrPAMMHBIX TEXHOJIOIMI, HEOOXOIMMBIX JIJIsi IIEPEHOCA BbIUHCIUTEHHO
CJIO}KHBIX 3JIEMEHTOB KOJIa, Ha, CIEeIUAJU3UPOBAHHBIE MaTeMaTHIECKHE COIPOIEC-
copbl Intel Xeon Phi. Takoit neperoc ObL1 ryiaBHO# 11e/1b10 paborsl. O obecrie-
YMJT BO3MOXKHOCTD 9(PPEKTUBHO NCITOIB30BaTH Y31kl Kaacrepa CI'Y, ocnamennbie
TaKUMU COIpoleccopaMu. [Ipu 3ToM IPOM3BOJUTEILHOCTh TaKUX I'€T€POrCHHBIX
y3JI0B Ha MOJICJIUPOBAHUH IIPOIECCOB IIEPEHOCA, PEAJM3yeMOM C KCIIOJIb30BaHUEM
pas3pabOTaHHOTO TPOTPAMMHOIO MOJIYJISI, OKA3bIBAETCs MTOUTH Ha, MOPAIOK DOJIbIIE
[POU3BOJIUTENBHOCTH KCoJb30BaBiuxcst panee CPU ysyoB. 910 obecneaunBaer
BBICOKYIO CKOPOCTh U 3HEPro3PEKTUBHOCTH PabOTHI TPOTPAMMHOTO KOMILJIEKCA,
IIPEJIOCTABJISCT BO3MOXKHOCTH IIPOCUUTHIBATL OOJiee JeTaJibHbIe MOJIEJIH IIPOIEeC-
COB.

[Tocrassiennble 3ajia4u ObLIKM PEILIEHDbI B IIOJIHOM OObEME.
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