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ÂÂÅÄÅÍÈÅ

Ïðèìåíåíèå ìàññîâîãî ïàðàëëåëèçìà ñ èñïîëüçîâàíèåì ñïåöèàëèçèðî-

âàííûõ óñêîðèòåëåé ÿâëÿåòñÿ â íàñòîÿùåå âðåìÿ îñíîâíûì íàïðàâëåíèåì

ðàçâèòèÿ âû÷èñëèòåëüíûõ ñèñòåì áîëüøîé ïðîèçâîäèòåëüíîñòè. Ýòî îïðå-

äåëÿåò îñíîâíûå âûçîâû ïðè ïðîãðàììèðîâàíèè ïðèëîæåíèé äëÿ òàêèõ ñè-

ñòåì. Ýôôåêòèâíîå èñïîëüçîâàíèå àïïàðàòíîãî ïàðàëëåëèçìà â åãî ðàçíîîá-

ðàçíûõ âîïëîùåíèÿõ è ðåàëèçàöèÿõ ñòàíîâèòñÿ îáÿçàòåëüíûì òðåáîâàíèåì

ïðè ðàçðàáîòêå ïðîãðàììíûõ ðåøåíèé, îðèåíòèðîâàííûõ íà èñïîëüçîâàíèå

íà âû÷èñëèòåëüíûõ êëàñòåðàõ è ìàññîâî ïàðàëëåëüíûõ ñèñòåìàõ.

Ïåðåäî ìíîé áûëà ïîñòàâëåíà çàäà÷à àäàïòàöèè âû÷èñëèòåëüíîãî áëî-

êà ïðîãðàììíîãî êîìïëåêñà, îáåñïå÷èâàþùåãî ìîäåëèðîâàíèå ïðîöåññîâ ïå-

ðåíîñà çàðÿäà â ãðàôåíå, äëÿ ðàáîòû íà âû÷èñëèòåëüíûõ óñêîðèòåëÿõ Intel

Xeon Phi. Ñ âûïîëíåíèåì òåñòèðîâàíèÿ åãî ýôôåêòèâíîñòè è äåìîíñòðàöèåé

ðàáîòîñïîñîáíîñòè íà ïðèìåðå ìîäåëèðîâàíèÿ ðåçóëüòàòîâ äåéñòâèÿ íà îáðà-

çåö ãðàôåíà ìîùíîãî êîðîòêîãî èìïóëüñà òåðàãåðöîâîãî äèàïàçîíà.

Àðõèòåêòóðà è ñîñòàâ ïðîãðàììíîãî îáåñïå÷åíèÿ äëÿ ñîïðîöåññîðà Intel

Xeon Phi îðèåíòèðîâàíû íà âûïîëíåíèå âûñîêîïðîèçâîäèòåëüíûõ ïðèëîæå-

íèé, ñïîñîáíûõ ìàêñèìàëüíî èñïîëüçîâàòü âîçìîæíîñòü îäíîâðåìåííîãî âû-

ïîëíåíèÿ ñîòåí ïîòîêîâ. Âñòðîåííîå ÏÎ ïîçâîëÿåò èñïîëüçîâàòü åãî â ñèñòå-

ìàõ ñ øèíîé PCI Express, ðàáîòàþùèõ ïîä óïðàâëåíèåì îïåðàöèîííûõ ñèñòåì

Linux èëè Windows. Áèáëèîòåêè îáåñïå÷èâàþò áàçîâóþ ôóíêöèîíàëüíîñòü,

òàêóþ êàê îïðåäåëåíèå ñîïðîöåññîðîâ â ñèñòåìå, ïåðåäà÷ó äàííûõ ìåæäó õî-

ñòîì è ñîïðîöåññîðîì, çàãðóçêó èñïîëíÿåìûõ ôàéëîâ íà Xeon Phi è èõ çàïóñê.

Èíñòðóìåíòàëüíûå ñðåäñòâà ïîçâîëÿþò óïðàâëÿòü íàñòðîéêàì ñîïðîöåññîðà,

ïîëó÷àòü èíôîðìàöèþ î åãî ñîñòîÿíèè, îáíîâëÿòü ýíåðãîíåçàâèñèìóþ ïà-

ìÿòü. Ïîñêîëüêó ñîïðîöåññîð ðàáîòàåò ïîä óïðàâëåíèåì ñîáñòâåííîé îïåðà-

öèîííîé ñèñòåìû âîçìîæåí äàæå ïðÿìîé òåðìèíàëüíûé äîñòóï ïðè èñïîëü-

çîâàíèè SSH. Îäíàêî èñïîëíÿåìûé êîä äëÿ çàïóñêà íà ñîïðîöåññîðå òðåáóåò

ñïåöèàëüíîé àäàïòàöèè, â òîì ÷èñëå îáåñïå÷èâàþùåé êîððåêòíîå âçàèìîäåé-

ñòâèå ñ áàçîâîé ñèñòåìîé.

Â èñõîäíîì âû÷èñëèòåëüíîì áëîêå îñíîâíûìè ðåñóðñî¼ìêèìè ïðîöåñ-

ñàìè ÿâëÿþòñÿ ïðîöåäóðû ÷èñëåííîãî ðåøåíèÿ ñèñòåì îáûêíîâåííûõ äèô-

ôåðåíöèàëüíûõ óðàâíåíèé. Îíè ðåàëèçîâàíû ñðåäñòâàìè áèáëèîòåêè GSL

èç êîëëåêöèè ñâîáîäíîãî ÏÎ ïðîåêòà GNU. Ðàñïàðàëëåëèâàíèå ðåàëèçîâàíî
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ñðåäñòâàìè MPI.

Íà ïåðâîì ýòàïå ÿ çàíèìàëñÿ èçó÷åíèåì àðõèòåêòóðíûõ îñîáåííîñòåé,

ïðîöåäóð è ïðè¼ìîâ èñïîëüçîâàíèÿ ñîïðîöåññîðà. Âàðèàíòîâ îðãàíèçàöèè åãî

âçàèìîäåéñòâèÿ ñ áàçîâîé ñèñòåìîé, ïðîöåäóð îáìåíà äàííûìè. Ñëåäóþùèì

ýòàïîì áûëî çíàêîìñòâî ñ öåëåâûì ïðîãðàììíûì ìîäóëåì ñèñòåìû ìîäåëè-

ðîâàíèÿ ïðîöåññîâ ïåðåíîñà, êîòîðûé ìíå íåîáõîäèìî áûëî ïåðåðàáîòàòü è

àäàïòèðîâàòü. Áàçîâûìè ïðèíöèïàìè è çàäà÷àìè ðàáîòû âñåé ïðîãðàììíîé

ñèñòåìû. È âûïîëíåíèå ðàáîò ïî àäàïòàöèè. Çàâåðøàþùèì ýòàïîì ðàáîòû

áûëî òåñòèðîâàíèå ðàçðàáîòàííîãî ðåøåíèÿ. Ñíà÷àëà ýòî áûëî ñäåëàíî íà

ñïåöèàëüíî ïîäãîòîâëåííûõ çàäà÷àõ ðàçëè÷íîãî óðîâíÿ ñëîæíîñòè è, çàòåì,

ïðîâåä¼í ïîëíûé öèêë ìîäåëèðîâàíèÿ êîíå÷íîãî ñîñòîÿíèÿ ìàòåðèàëà â óñëî-

âèÿõ ðåàëèñòè÷íîãî ïî íàáîðó ïàðàìåòðîâ âíåøíåãî âîçäåéñòâèÿ.

Ðàáîòà âûïîëíÿëàñü ñ èñïîëüçîâàíèåì àïïàðàòíûõ è ïðîãðàììíûõ ðå-

ñóðñîâ âû÷èñëèòåëüíîãî êëàñòåðà ÑÃÓ.
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1 Ïîñòàíîâêà çàäà÷è

Öåëüþ ïðåäñòàâëÿåìîé ðàáîòû ÿâëÿåòñÿ óñêîðåíèå ïðîöåäóðû ìîäåëè-

ðîâàíèÿ ïðîöåññîâ ïåðåíîñà â ãðàôåíå çà ñ÷åò èñïîëíåíèÿ íàèáîëåå ðåñóðñî-

åìêîé ÷àñòè êîäà íà ñïåöèàëèçèðîâàííûõ äëÿ âûïîëíåíèÿ ìàòåìàòè÷åñêèõ

îïåðàöèé ñîïðîöåññîðàõ Intel Xeon Phi.

Â êà÷åñòâå öåëåâîé ïðîãðàììíîé ñèñòåìû, â ñîñòàâå êîòîðîé ïðåäñòîèò

ôóíêöèîíèðîâàòü ðàçðàáàòûâàåìîìó ìîäóëþ, âûñòóïàåò ïðîãðàììíûé êîì-

ïëåêñ, ðàçðàáîòàííûé äëÿ òàêîãî ìîäåëèðîâàíèÿ ñ èñïîëüçîâàíèåì èòåðà-

öèîííîé ïðîöåäóðû âû÷èñëåíèÿ ôóíêöèè ðàñïðåäåëåíèÿ íîñèòåëåé çàðÿäà

íà àäàïòèâíîé ñåòêå ñ ïåðåìåííûì øàãîì, ñòðîÿùåéñÿ â ôîðìå äâóìåðíîãî

êâàäðîäåðåâà.

Â èñõîäíîé âåðñèè ïðîãðàììû ñèñòåìû âû÷èñëåíèÿ ðåàëèçîâûâàëèñü â

ïàðàëëåëüíîì ðåæèìå íî ñ èñïîëüçîâàíèåì òîëüêî CPU. Ïðîãðàììà íàïè-

ñàíà íà ÿçûêå ïðîãðàììèðîâàíèÿ Ñè. Ðàñïàðàëëåëèâàíèå ðåàëèçîâàíî ñðåä-

ñòâàìè áèáëèîòåêè MPI.

1.1 Àäàïòèâíàÿ ñåòêà

Ïðè ðåøåíèè çàäà÷ îïòèìèçàöèè ïðîöåäóðû ÷èñëåííîãî èíòåãðèðîâà-

íèÿ ÷àñòî ïðèìåíÿåòñÿ áèñåêöèÿ øàãà. Íàïðèìåð, ïðè èñïîëüçîâàíèè ïðà-

âèëà Ðóíãå äëÿ îöåíêè ïîãðåøíîñòè êâàäðàòóðíûõ ôîðìóë è â àäàïòèâíûõ

àëãîðèòìàõ. Ýòà ïðîöåäóðà îáîáùàåìà íà äâóìåðíûé è òðåõìåðíûé ñëó÷àè

ïóòåì èñïîëüçîâàíèÿ êâàäðî - è îêòî - äåðåâüåâ. Äëÿ ðàññìàòðèâàåìîãî äâó-

ìåðíîãî ïðîñòðàíñòâà (p1,p2) êâàäðîäåðåâî ïîçâîëÿåò îïðåäåëèòü åãî ïîëíîå

ïîêðûòèå êâàäðàòàìè, îòíîøåíèå ñòîðîí êîòîðûõ ïðèíàäëåæèò ðÿäó çíà-

÷åíèé 2N , ãäå N = 1, 2, 3 . . . ðÿä íàòóðàëüíûõ ÷èñåë. Çíà÷åíèå ôóíêöèè â

ïðåäåëàõ êàæäîãî òàêîãî êâàäðàòà ïðèíèìàåòñÿ ðàâíûì å¼ çíà÷åíèþ â öåí-

òðàëüíîé òî÷êå. Äëÿ îáåñïå÷åíèÿ óíèâåðñàëüíîñòè ïðè ðàáîòå ñ ïðîèçâîëü-

íûìè ïàðàìåòðàìè ìîäåëèðóåìîãî ïðîöåññà îáëàñòüþ ïîñòðîåíèÿ àäàïòèâ-

íîé ñåòêè äîëæíà áûòü âñÿ îáëàñòü îïðåäåëåíèÿ ôóíêöèè ðàñïðåäåëåíèÿ

−π 6 p1 6 π, −π 6 p2 6 π. Îíà âûñòóïàåò â êà÷åñòâå êîðíÿ êâàäðîäåðåâà.

Â ðåàëèçîâàííîé âåðñèè ïðîöåäóðû ïîñòðîåíèÿ êâàäðîäåðåâà öåíòð êîðíåâî-

ãî êâàäðàòà âñåãäà ðàçìåùàåòñÿ â òî÷êå p1 = 0, p2 = 0. Çíà÷åíèå ôóíêöèè

ðàñïðåäåëåíèÿ â ýòîé òî÷êå ïðèíèìàåòñÿ ðàâíûì íóëþ.
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1.2 Àðõèòåêòóðà ïðîãðàììíîãî êîìïëåêñà

Â êîäå ïðîãðàììû èñïîëüçóåòñÿ ñïåöèàëüíàÿ àäàïòèðîâàííàÿ ñèñòåìà

åäèíèöû, åñòåñòâåííàÿ äëÿ ðàññìàòðèâàåìîé çàäà÷è.

Ôèçè÷åñêèå ïàðàìåòðû çàäà÷è çàäàþòñÿ â îòäåëüíîì ôàéëå task_q.txt.

Âñå ïàðàìåòðû çàäàþòñÿ â åñòåñòâåííîé ¾ãðàôåíîâîé¿ ñèñòåìå åäèíèö. Êðî-

ìå ýòèõ ïàðàìåòðîâ, îïðåäåëÿåìûõ è çàäàâàåìûõ äî ýòàïà ïîñòðîåíèÿ ðåøå-

íèÿ, ñóùåñòâóåò íåñêîëüêî ãëîáàëüíûõ ïàðàìåòðîâ, èçìåíÿþùèõñÿ â ïðîöåñ-

ñå ðåøåíèÿ çàäà÷è. Îíè âûäåëåíû â îòäåëüíûé ôàéë task_globe.txt. Ïîñëå

âû÷èñëåíèÿ ôóíêöèè ðàñïðåäåëåíèÿ äëÿ ñïèñêà óçëîâ âñå ïîëó÷åííûå äàí-

íûå çàïèñûâàþòñÿ âî âðåìåííûé ôàéë calc_resalt_temp.txt. È ïîñëåäíåé

ñòðóêòóðîé ÿâëÿåòñÿ ìàññèâ äëÿ õðàíåíèÿ ôèíàëüíûõ ðåçóëüòàòîâ âû÷èñëå-

íèé (ôàéë q_tree.txt).
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2 Àðõèòåêòóðà Intel MIC

Xeon Phi � ñåìåéñòâî x86 ïðîöåññîðîâ êîðïîðàöèè Intel ñ áîëüøèì êî-

ëè÷åñòâîì ïðîöåññîðíûõ ÿäåð.

Äàííûå ïðîöåññîðû ïðåäíàçíà÷åíû äëÿ èñïîëüçîâàíèÿ â ñóïåðêîìïüþ-

òåðàõ, ñåðâåðàõ è âûñîêîïðîèçâîäèòåëüíûõ ðàáî÷èõ ñòàíöèÿõ. Àðõèòåêòóðà

ïðîöåññîðîâ ïîçâîëÿåò èñïîëüçîâàòü ñòàíäàðòíûå ÿçûêè ïðîãðàììèðîâàíèÿ

è òåõíîëîãèè MPI è OpenMP.

Â îñíîâå àðõèòåêòóðû Intel MIC ëåæèò êëàññè÷åñêàÿ àðõèòåêòóðà x86,

íà óñêîðèòåëå èñïîëíÿåòñÿ ÎÑ Linux. Äëÿ ïðîãðàììèðîâàíèÿ MIC ïðåäïîëà-

ãàåòñÿ èñïîëüçîâàòü OpenMP, OpenCL, Intel Cilk Plus, ñïåöèàëèçèðîâàííûå

êîìïèëÿòîðû Intel Fortran, Intel C++. Òàêæå ïðåäîñòàâëÿþòñÿ ìàòåìàòè÷å-

ñêèå áèáëèîòåêè.

2.1 Àðõèòåêòóðà Intel Xeon Phi

Ñîïðîöåññîð Intel Xeon Phi âêëþ÷àåò äî 61 ïðîöåññîðíûõ ÿäåð, ñîåäè-

íåííûõ âûñîêîïðîèçâîäèòåëüíîé âñòðîåííîé êîëüöåâîé øèíîé. 8 êîíòðîëëå-

ðîâ ïàìÿòè îáñëóæèâàþò 16 êàíàëîâ GDDR5, îáåñïå÷èâàÿ ñóììàðíóþ ïðîèç-

âîäèòåëüíîñòü 5,5 GT/s (ìèëëèàðäîâ ïåðåñûëîê â ñåêóíäó, ïðè øèðèíå øèíû

64 áàéòà ýòî äàåò ïðîïóñêíóþ ñïîñîáíîñòü 352 GB/s). Îòäåëüíûé êîìïîíåíò

ðåàëèçóåò êëèåíòñêóþ ëîãèêó PCI Express. Êàæäîå ÿäðî ÿâëÿåòñÿ ïîëíî-

ôóíêöèîíàëüíûì è ïîääåðæèâàåò âûáîðêó è äåêîäèðîâàíèå èíñòðóêöèé èç

4 ïîòîêîâ êîìàíä.

2.2 Êîíâåéåð ÿäðà Intel Xeon Phi

ßäðà Intel Xeon Phi îáåñïå÷èâàþò âûïîëíåíèå 32- è 64-áèòíîãî êîäà,

ñîâìåñòèìîãî ñ àðõèòåêòóðîé Intel64 áåç ïîääåðæêè ðàñøèðåíèé MMX, AVX

è SSE (âñåõ âåðñèé). Áëîê âåêòîðíûõ âû÷èñëåíèé, ñîäåðæàùèéñÿ â êàæäîì

ÿäðå, äîïîëíèòåëüíî ðåàëèçóåò íàáîð îïåðàöèé íàä 512-áèòíûìè âåêòîðàìè.

Êîíâåéåð ÿäðà Intel Xeon Phi ñîäåðæèò 7 ýòàïîâ, áëîê âåêòîðíûõ âû÷èñ-

ëåíèé òàêæå èìååò êîíâåéåðíóþ ñòðóêòóðó è ñîñòîèò èç 6 ýòàïîâ, ïðèâåäåí-

íûå íà ðèñóíêå 1. Âñå ýòàïû îñíîâíîãî êîíâåéåðà êðîìå ïîñëåäíåãî (WB),

ïîääåðæèâàþò ñïåêóëÿòèâíîå âûïîëíåíèå. Êàæäîå ÿäðî ìîæåò âûïîëíÿòü

èíñòðóêöèè 4 ïîòîêîâ, ÷òî ïîçâîëÿåò óìåíüøèòü ïîòåðè èç-çà ëàòåíòíîñòè

äîñòóïà ê ïàìÿòè, âûïîëíåíèÿ âåêòîðíûõ èíñòðóêöèé è ò.ä. [3]
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2.3 Èåðàðõèÿ ïàìÿòè

Êàæäîå ÿäðî ñîïðîöåññîðà Intel Xeon Phi èìååò ñîáñòâåííûå êýøè L1 è

L2, âñå ÿäðà ñîâìåñòíî èñïîëüçóþò îïåðàòèâíóþ ïàìÿòü ñîïðîöåññîðà. Êýøè

L1 è L2 ÿâëÿþòñÿ èíêëþçèâíûìè, òî åñòü âñå äàííûå, õðàíÿùèåñÿ â êýøå

L1, õðàíÿòñÿ òàêæå â êýøå L2. Â îáîèõ êýøàõ ïðè çàìåùåíèè èñïîëüçóåòñÿ

ïñåâäî-LRU àëãîðèòì.

2.4 Intel Manycore Platform Software Stack (MPSS)

Àðõèòåêòóðà è ñîñòàâ ïðîãðàììíîãî îáåñïå÷åíèÿ äëÿ ñîïðîöåññîðà Intel

Xeon Phi îðèåíòèðîâàíû íà âûïîëíåíèå âûñîêîïðîèçâîäèòåëüíûõ ïðèëîæå-

íèé, ñïîñîáíûõ ìàêñèìàëüíî èñïîëüçîâàòü âîçìîæíîñòü îäíîâðåìåííîãî âû-

ïîëíåíèÿ ñîòåí ïîòîêîâ. Âñòðîåííîå ÏÎ ïîçâîëÿåò èñïîëüçîâàòü åãî â ñè-

ñòåìàõ ñ øèíîé PCI Express, ðàáîòàþùèõ ïîä óïðàâëåíèåì îïåðàöèîííûõ

ñèñòåì Linux èëè Windows.

Áèáëèîòåêè îáåñïå÷èâàþò áàçîâóþ ôóíêöèîíàëüíîñòü, òàêóþ êàê îïðå-

äåëåíèå ñîïðîöåññîðîâ â ñèñòåìå, ïåðåäà÷ó äàííûõ ìåæäó õîñòîì è ñîïðîöåñ-

ñîðîì, çàãðóçêó èñïîëíÿåìûõ ôàéëîâ íà Xeon Phi è èõ çàïóñê. Èíñòðóìåí-

òàëüíûå ñðåäñòâà ïîçâîëÿþò óïðàâëÿòü íàñòðîéêàì ñîïðîöåññîðà, ïîëó÷àòü

èíôîðìàöèþ î åãî ñîñòîÿíèè, îáíîâëÿòü åãî ôëåø-ïàìÿòü è ò.ä.; ñ ïîìîùüþ

ssh ìîæíî ïîëó÷èòü òåðìèíàëüíûé äîñòóï ê ñîïðîöåññîðó äëÿ çàïóñêà íà íåì

ïðîãðàìì.

2.5 Ìîäåëè èñïîëüçîâàíèÿ ñîïðîöåññîðà Intel Xeon Phi

Àðõèòåêòóðà Intel Xeon Phi ïîääåðæèâàåò íåñêîëüêî ðåæèìîâ èñïîëü-

çîâàíèÿ ñîïðîöåññîðà, êîòîðûå ìîæíî êîìáèíèðîâàòü äëÿ äîñòèæåíèÿ ìàê-

ñèìàëüíîé ïðîèçâîäèòåëüíîñòè â çàâèñèìîñòè îò õàðàêòåðèñòèê ðåøàåìîé

çàäà÷è. Ïðîöåññ ìîæåò áûòü çàïóùåí êàê â îïåðàöèîííîé ñèñòåìå áàçîâîé

ñèñòåìû, òàê è â ÎÑ ñîïðîöåññîðà; â çàâèñèìîñòè îò ðåæèìà èñïîëüçîâàíèÿ

ìîãóò èñïîëüçîâàòüñÿ âû÷èñëèòåëüíûå ìîùíîñòè òîëüêî ïðîöåññîðîâ áàçî-

âîé ñèñòåìû, ëèáî òîëüêî ñîïðîöåññîðà, ëèáî ïðîöåññîðîâ áàçîâîé ñèñòåìû è

ñîïðîöåññîðà ñîâìåñòíî. [5]

Ïîääåðæèâàåòñÿ äâà ðåæèìà âûïîëíåíèÿ ïðèëîæåíèé: ðåæèì O�oad

è ðåæèì MPI.
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2.6 Ñîçäàíèå ïðèëîæåíèé äëÿ àðõèòåêòóðû MIC

Ðàçðàáîòêà ïðèëîæåíèé äëÿ àðõèòåêòóðû Intel Xeon Phi òðåáóåò íàëè-

÷èÿ òåõ æå çíàíèé è íàâûêîâ, ÷òî è ðàçðàáîòêà ïàðàëëåëüíûõ ïðèëîæåíèé

äëÿ ðàñïðåäåëåííûõ ìíîãîÿäåðíûõ ñèñòåì. Ìîæíî èñïîëüçîâàòü ñëåäóþùèå

ïðîãðàììíûå èíñòðóìåíòû:

� ñðåäñòâà ðàçðàáîòêè "Intel Parallel Studio XE 2013 "Intel Cluster Studio

XE 2013 "Intel(R) SDK for OpenCL Applications XE 2013 Beta gcc (â íà-

ñòîÿùèé ìîìåíò íå ïîääåðæèâàåò âåêòîðíûå èíñòðóêöèè) è äð.;

� áèáëèîòåêè Intel Math Kernel Library (Intel MKL), Intel Threading Building

Blocks (Intel TBB), Intel Integrated Performance Primitive (Intel IPP), âõî-

äÿùèå â ñîñòàâ ñðåäñòâ ðàçðàáîòêè Intel, à òàêæå Intel MPI for Linux,

MPICH2, Boost è äð.

� îòëàä÷èêè (Intel Debugger, gdb, totalview), ïðîôèëèðîâùèêè (âõîäÿò â

ñîñòàâ ñðåäñòâ ðàçðàáîòêè Intel), ñðåäñòâà âèðòóàëèçàöèè (xen) è ò.ä.

2.7 Âåêòîðèçàöèÿ

Äëÿ òîãî ÷òîáû ïðèëîæåíèå ýôôåêòèâíî èñïîëüçîâàëî âû÷èñëèòåëü-

íûå âîçìîæíîñòè ñîïðîöåññîðà Intel Xeon Phi, íåîáõîäèìî âûïîëíåíèå äâóõ

âàæíûõ óñëîâèé: ïðèëîæåíèå äîëæíî îáëàäàòü âûñîêîé ñòåïåíüþ ïàðàëëåëü-

íîñòè, à òàê æå èìåòü âîçìîæíîñòè äëÿ âåêòîðèçàöèè ñâîåãî êîäà. Ñäåëàòü

ñâîé êîä âåêòîðíûì, èñïîëüçóÿ êîìïèëÿòîð êîìïàíèè Intel, ìîæíî ñëåäóþ-

ùèìè ñïîñîáàìè:

� Â íåêîòîðûõ ïðîñòûõ ñëó÷àÿõ êîìïèëÿòîð ìîæåò ñàì âåêòîðèçîâàòü

âàø êîä, äîïîëíèòåëüíî åìó ìîæíî äàâàòü ðåêîìåíäàöèè;

� Ìîæíî èñïîëüçîâàòü âîçìîæíîñòè ïàðàëëåëüíîãî ðàñøèðåíèÿ Intel Cilk

Plus (SIMD äèðåêòèâû, ýëåìåíòàðíûå ôóíêöèè è ñïåöèàëüíóþ òåõíî-

ëîãèþ Array Notation äëÿ ìàññèâîâ) äëÿ ñàìîñòîÿòåëüíîé âåêòîðèçàöèè

êîäà;

� Ìîæíî âîñïîëüçîâàòüñÿ áèáëèîòåêàìè ñ óæå âåêòîðèçîâàííûì êîäîì,

íàïðèìåð, Intel MKL. Ñëåäóåò, ïîíèìàòü, ÷òî èñïîëüçîâàíèå ïîäîáíûõ

áèáëèîòåê íå âñåãäà ïðèâîäèò ê óñêîðåíèþ âàøåãî êîäà.

� Ìîæíî èñïîëüçîâàòü ÿçûê àññåìáëåðà ñ âåêòîðíûìè èíñòðóêöèÿìè äëÿ

îïòèìèçàöèè êðèòè÷íûõ ó÷àñòêîâ êîäà, ëèáî îáîëî÷êè ýòèõ èíñòðóêöèé

â âèäå ôóíêöèé ÿçûêà Ñè (intrinsics). Ñóùåñòâóþò òàêæå áèáëèîòåêè
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êëàññîâ SIMD, êîòîðûå ÿâëÿþòñÿ íàäñòðîéêîé áîëåå âûñîêîãî óðîâíÿ

íàä âåêòîðíûìè êîìàíäàìè ïðîöåññîðà.

2.8 Óñêîðåíèå ïðèëîæåíèé

Îäíèì èç ñóùåñòâåííûõ ìîìåíòîâ, íà êîòîðûå ñëåäóåò îáðàòèòü âíè-

ìàíèå ïðè óëó÷øåíèè ïðèëîæåíèé äëÿ Intel Xeon Phi, ÿâëÿåòñÿ áàëàíñèðîâêà

íàãðóçêè.

Ñîïðîöåññîð Intel Xeon Phi ïîçâîëÿåò çàïóñêàòü îäíîâðåìåííî 4 ëîãè-

÷åñêèõ ïîòîêà íà ÿäðî. Îäíàêî ÷àñòî áûâàåò ýôôåêòèâíåå çàïóñêàòü ìåíüøåå

èõ êîëè÷åñòâî, ò.ê.:

� ýòî ïîçâîëÿåò ìèíèìèçèðîâàòü íàãðóçêó íà êýøè ðàçíûõ óðîâíåé (L1,

L2, TLB), ò.ê. åñëè ïîòîêîâ íà ÿäðå ìíîãî, îíè íà÷èíàþò ñîïåðíè÷àòü

çà äîñòóï â êýø;

� ìåíüøå ñîðåâíîâàíèé ìåæäó ïîòîêàìè çà åäèíñòâåííûé âåêòîðíûé ìî-

äóëü ÿäðà;

� óìåíüøàþòñÿ çàïðîñû ê îñíîâíîé ïàìÿòè.
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3 Ïðàêòè÷åñêàÿ ÷àñòü

Â èñõîäíîé âåðñèè ïðîãðàììíîé ñèñòåìû èìåëàñü ñîáñòâåííûé ìîäóëü

ïðîãðàììû, âûïîëíÿþùàÿ âû÷èñëåíèé ôóíêöèé ðàñïðåäåëåíèÿ f1 è âñïî-

ìîãàòåëüíûõ ôóíêöèé f2 è f3 íà îáû÷íûõ ÖÏ ñ èñïîëüçîâàíèåì òåõíîëîãèè

MPI. Âðåìÿ âûïîëíåíèÿ ïðîãðàììû äëÿ îáñ÷åòà 1300 óçëîâ íà ÷åòûðåõ ÿäåð-

íîì ïðîöåññîðå Intel(R) Xeon(R) CPU E5-2603 v2 ñ èñïîëüçîâàíèåì 4 ïîòîêîâ

ñîñòàâëÿåò îêîëî 6 ìèíóò.

Ñîïðîöåññîð Intel Xeon Phi, êîòîðûé íåîáõîäèìî áûëî èñïîëüçîâàòü,

èìååòñÿ íà êëàñòåðå ÑÃÓ, ïîýòîìó îòëàæèâàíèå è çàïóñê âñåõ ïðîãðàìì ïðî-

èçâîäèëñÿ íà êëàñòåðå. Çäåñü èìååòñÿ íåñêîëüêî ñîïðîöåññîðîâ Xeon Phi ìî-

äåëè 5110P/5120D. Îíè èìåþò 60 ÿäåð è 240 ïîòîêîâ, 8 ãèãàáàéò GDDR5

ïàìÿòè, ïðè ýòîì ìîãóò äîñòèãàòü ìàêñèìàëüíîé ïðîèçâîäèòåëüíîñòè â 1010

GFLOPS.

3.1 Çàïóñê êîäà íà ñîïðîöåññîðå

Ïîñëå òåñòèðîâàíèÿ ðàçëè÷íûõ âàðèàíòîâ çàïóñêà, áûëî ïðåäëîæåíî

çàïóñêàòü ïðîãðàììó ïîëíîñòüþ íà ñîïðîöåññîðå, òî åñòü èñïîëüçîâàòü ðå-

æèì Co-processor-only, â ýòîì ñëó÷àå ñîïðîöåññîð áóäåò ðàññìàòðèâàòüñÿ êàê

îòäåëüíûé ìíîãîÿäåðíûé êîìïüþòåð. Èñïîëüçîâàíèå 60 ÿäåð è 240 ïîòîêîâ

äîëæíî äîâîëüíî ñèëüíî óñêîðèòü ðàáîòó ïðîãðàììó.

Intel äëÿ ðàáîòû ñ Xeon Phi ðåêîìåíäóåò èñïîëüçîâàòü ñîçäàííûé èìè

êîìïèëÿòîð icc. ×òîáû çàïóñòèòü êîä íà ñîïðîöåññîðå íàì íåîáõîäèìî èñ-

ïîëüçîâàòü ñïåöèàëüíûé ôëàã êîìïèëÿöèè -mmic, êðîìå ýòîãî íåîáõîäèìî

óêàçàòü èñïîëüçóåìûå áèáëèîòåêè. Êîìïèëÿöèÿ êîäà áóäåò âûãëÿäåòü ñëåäó-

þùèì îáðàçîì:

icc -L/home/gzimin/gsl-2.4/usr/local/lib/

-I/home/gzimin/gsl-2.4/ usr/local/include/ -fopenmp -lgsl

-lgslcblas -mmic diploma_calc.c -o calc_mic_native

3.2 Äîðàáîòêà ôóíêöèîíàëà âû÷èñëèòåëüíîãî ìîäóëÿ

Îñíîâíûå âû÷èñëåíèÿ â çàäàííîé ïðîãðàììå âûïîëíÿþòñÿ â ôóíêöèè

ode_calc(), êîòîðàÿ èñïîëüçóåòñÿ äàííûå èç ôàéëîâ q_tree è task_q. Â

ãëàâíîé ôóíêöèè main èç ôàéëà q_tree â öèêëå while ïîñòðî÷íî ñ÷èòû-

âàþòñÿ âñå äàííûå. Çàòåì îíè ïîäàþòñÿ íà âõîä ôóíêöèè ode_calc(), êî-

òîðàÿ óæå ðàáîòàåò ñ ýòèìè äàííûìè è çàïèñûâàåò èõ â âûõîäíîé ôàéë
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calc_result_temp.

Íåîáõîäèìî ïåðåïèñàòü êîä òàê, ÷òîáû äàííûå ïîñòðî÷íî ñ÷èòûâàëèñü

è ïåðåäàâàëèñü ãëàâíîé ñ÷åòíîé ôóíêöèè â öèêëå for, ÷òî è áûëî ðåàëèçî-

âàííî.

Äëÿ öèêëà for íåîáõîäèìî çíàòü êîëè÷åñòâî ñòðîê â èñõîäíîì ôàé-

ëå. Ïîýòîìó ïåðåä îñíîâíûì öèêëîì íóæíî åùå ðàç ïðî÷èòàòü ôàéë, è â

îòäåëüíóþ ïåðåìåííóþ çàïèñàòü êîëè÷åñòâî ñòðîê. Òåïåðü ìîæíî çàìåíèòü

öèêë while íà for è ñ èñïîëüçîâàíèåì äèðåêòèâ OpenMP ðàñïàðàëëåëèòü

îñíîâíîé öèêë.

Äëÿ âèçóàëèçàöèè ðåçóëüòàòîâ ïðîãðàììû áûëî ðåøåíî ñòðîèòü íåñêîëü-

êî âèäîâ ãðàôèêîâ.

3.3 Âðåìÿ ðàáîòû ïðîãðàììû

Äëÿ ñðàâíåíèÿ âðåìåíè ðàáîòû áûëè èñïîëüçîâàíû âõîäíûå äàííûå ñ

ðàçëè÷íûì êîëè÷åñòâîì óçëîâ: îò 20 äî 20 000. Òåñòèðîâàíèå ïðîâîäèëîñü ïðè

ðàçëè÷íîì êîëè÷åñòâå ïîòîêîâ. Áûëè èñïîëüçîâàíû èíñòðóìåíòû áèáëèîòåêè

OpenMP äëÿ âû÷èñëåíèÿ âðåìåíè âûïîëíåíèÿ ðàáîòû ïðîãðàììû.

3.4 Òåñòèðîâàíèå ôóíêöèîíèðîâàíèÿ ðåàëèçîâàííîãî ìîäóëÿ

â ñîñòàâå ïîëíîãî ïðîãðàìíîãî êîìïëåêñà

Òåïåðü, èìåÿ ãîòîâóþ îáíîâëåííóþ ïðîãðàììó, ñ÷èòàþùóþ ôóíêöèþ

ðàñïðåäåëåíèÿ íîñèòåëÿ çàðÿäà â ãðàôåíå, ìîæíî ðåàëèçîâàòü ïîëíûé öèêë

ìîäåëèðîâàíèÿ (ðàññ÷åòà ôóíêöèè ðàñïðåäåëåíèÿ) äëÿ ðåàëèñòè÷íîé ôèçè-

÷åñêîé çàäà÷è.

Îöåíî÷íîå òåñòèðîâàíèå â ñîñòàâå ïðîãðàììíîãî êîìïëåêñà âûïîëíÿ-

ëîñü íà ïðèìåðå îïðåäåëåíèÿ âèäà ôóíêöèè ðàñïðåäåëåíèÿ íîñèòåëåé çàðÿäà,

ôîðìèðóåìîé â ðåçóëüòàòå äåéñòâèÿ íà îáðàçåö ãðàôåíà êîðîòêîãî èìïóëüñà

ëèíåéíî ïîëÿðèçîâàííîãî ýëåêòðîìàãíèòíîãî èçëó÷åíèÿ ñ ÷àñòîòîé 2 ÒÃö è

àìïëèòóäîé íàïðÿæåííîñòè ýëåêòðè÷åñêîãî ïîëÿ 300 Â/ñì.

3.5 Äåìîíñòðàöèÿ ðàáîòû íà ðåàëüíîé çàäà÷å

Îñíîâûâàÿñü íà ïîëó÷åííûõ ãðàôèêàõ ìîæíî ñäåëàòü âûâîä, ÷òî ìàê-

ñèìàëüíî çíà÷åíèÿ ôóíêöèè ðàñïðåäåëåíèÿ áûëî äîñòèãíóòî ïîñëå âòîðîé

èòåðàöèè, òî åñòü â äåâÿòîì ïîêîëåíèè. Ïîñëå ýòîãî íîâûå çíà÷åíèÿ ôóíê-

öèè òîëüêî óìåíüøàëèñü.
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Ýòî ìîæíî èíòåðïðåòèðîâàòü êàê äîïîëíèòåëüíóþ äåòàëèçàöèþ ïîâå-

äåíèÿ ôóíêöèè ðàñïðåäåëåíèÿ â îáëàñòè å¼ ìàêñèìàëüíûõ çíà÷åíèé. Íî àíà-

ëèç èòåðàöèîííîé ðàáîòû âñåãî ïðîãðàììíîãî êîìïëåêñà âûõîäèò çà ðàìêè

ìîåé ðàáîòû. Íà ýòîì ýòàïå ìîæíî òîëüêî êîíñòàòèðîâàòü, ÷òî ïðåäñòàâëåí-

íûå ðåçóëüòàòû ðàáîòû ñ ðåàëèñòè÷íûìè ïàðàìåòðàìè ìîäåëè äåìîíñòðèðó-

þò àäåêâàòíóþ, ñîîòâåòñòâóþùóþ îæèäàåìîé ôèçè÷åñêîé êàðòèíå ïðîöåññà,

ðàáîòó ðåàëèçîâàííîé âåðñèè âû÷èñëèòåëüíîãî ìîäóëÿ. Ïðåäñòàâëåííûå âû-

øå ñêîðîñòíûå õàðàêòåðèñòèêè ïîçâîëÿþò ãîâîðèòü îá î÷åíü ñóùåñòâåííîì,

íà îäèí � äâà ïîðÿäêà, ñîêðàùåíèè âðåìåííûõ çàòðàò íà âû÷èñëåíèå çíà-

÷åíèé ôóíêöèè ðàñïðåäåëåíèÿ f1 è âñïîìîãàòåëüíûõ ôóíêöèé f2 è f3 â íà-

çíà÷àåìûõ óçëàõ ïîêðûâàþùåé àäàïòèâíîé ñåòêè. Ýòè îöåíêè â ñèëó çàêîíà

Àìäàëà íåëüçÿ ðàññìàòðèâàòü â êà÷åñòâå îæèäàåìîãî óñêîðåíèÿ ðàáîòû âñåãî

ïðîãðàììíîãî êîìïëåêñà. Òåì íå ìåíåå îáùåå óñêîðåíèå ðàáîòû îêàçûâàåòñÿ

î÷åíü ñóùåñòâåííûì è, ïî ïðåäâàðèòåëüíûì îöåíêàì, ìîæåò äîñòèãàòü 4 �

12 ðàç. Òàêîé ðåçóëüòàò, â òîì ÷èñëå, áûë îáóñëîâëåí è ðàñøèðåíèåì ôóíê-

öèîíàëüíûõ âîçìîæíîñòåé ïðîãðàììíîãî ìîäóëÿ ïóòåì âêëþ÷åíèÿ â íåãî

ïðîöåäóð ïðÿìîé çàïèñè ðåçóëüòàòîâ ñ÷åòà â ôàéë q_tree.txt âìåñòî âûâî-

äà âî âðåìåííûé ôàéë ñ ïîñëåäóþùåé îáðàáîòêîé ñïåöèàëüíîé ïðîãðàììíîé

ïðîöåäóðîé. Ïðåäñòàâëåííûå ìîäèôèêàöèè îòðàæåíû â ïðèëàãàåìîì êîäå.
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ÇÀÊËÞ×ÅÍÈÅ

Â õîäå ïîäãîòîâêè è íàïèñàíèþ ÂÊÐ ìíå ïðèøëîñü îçíàêîìèòüñÿ ñ

áîëüøèì îáú¼ìîì ìàòåðèàëà ïî ïðåäìåòíîé îáëàñòè, äëÿ ìîäåëèðîâàíèÿ

ïðîöåññîâ â êîòîðîé áûëî íåîáõîäèìî ðàçðàáîòàòü ïðîãðàììíîå ðåøåíèå, è

ïî ñîñòàâó, ñòðóêòóðå è âíóòðåííèì èíòåðôåéñàì ïðîãðàììíîãî êîìïëåêñà, â

êîòîðûé ïðåäñòîÿëî èíòåãðèðîâàòü ðàçðàáàòûâàåìóþ ìíîé ïðîãðàììó. Ýòà

ðàáîòà êðàòêî îòðàæåíà â òåêñòå, ïðåäñòàâëÿåìîì íà çàùèòó.

Îñíîâíûå ïðîáëåìû, êîòîðûå ïðåäñòîÿëî ðåøèòü, áûëè ñâÿçàíû ñ îñâî-

åíèåì ïðîãðàììíûõ òåõíîëîãèé, íåîáõîäèìûõ äëÿ ïåðåíîñà âû÷èñëèòåëüíî

ñëîæíûõ ýëåìåíòîâ êîäà íà ñïåöèàëèçèðîâàííûå ìàòåìàòè÷åñêèå ñîïðîöåñ-

ñîðû Intel Xeon Phi. Òàêîé ïåðåíîñ áûë ãëàâíîé öåëüþ ðàáîòû. Îí îáåñïå-

÷èë âîçìîæíîñòü ýôôåêòèâíî èñïîëüçîâàòü óçëû êëàñòåðà ÑÃÓ, îñíàùåííûå

òàêèìè ñîïðîöåññîðàìè. Ïðè ýòîì ïðîèçâîäèòåëüíîñòü òàêèõ ãåòåðîãåííûõ

óçëîâ íà ìîäåëèðîâàíèè ïðîöåññîâ ïåðåíîñà, ðåàëèçóåìîì ñ èñïîëüçîâàíèåì

ðàçðàáîòàííîãî ïðîãðàììíîãî ìîäóëÿ, îêàçûâàåòñÿ ïî÷òè íà ïîðÿäîê áîëüøå

ïðîèçâîäèòåëüíîñòè èñïîëüçîâàâøèõñÿ ðàíåå CPU óçëîâ. Ýòî îáåñïå÷èâàåò

âûñîêóþ ñêîðîñòü è ýíåðãîýôôåêòèâíîñòü ðàáîòû ïðîãðàììíîãî êîìïëåêñà,

ïðåäîñòàâëÿåò âîçìîæíîñòü ïðîñ÷èòûâàòü áîëåå äåòàëüíûå ìîäåëè ïðîöåñ-

ñîâ.

Ïîñòàâëåííûå çàäà÷è áûëè ðåøåíû â ïîëíîì îáú¼ìå.
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