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BBEJAEHUE

NubopmainoHHBINA MOUCK POAMICS Ha CTHIKE OMOIMOTEYHOTO Jesia U HHpOop-
MaTthku B cepeanHe XX Beka. Jloiroe BpeMst OH OCTaBaJICsi CKPOMHOMW JTUCIUATLIN-
HOM, KOTOPOW 3aHMMAaJIOCh HEOOJIBILIOE KOJIMYECTBO HccaenaoBareneid. HecMoTps Ha
TO, YTO MH(POPMAITMOHHBIN MTOMCK BO3HUK 3aJI0JITO JI0 MOSBJICHUS UHTEPHETA, UMEH-
HO BEO-TIOMCK 3aJ]a€T OCHOBHBIC TCHJICHITMU Pa3BUTHA JaHHOU oOnactH [1]. Ilepen
COBPEMEHHBIMU TMOMCKOBBIMU CHUCTEMaMM CTABUTCS 3ajladya PaH)XKUPOBAHUSA JIOKY-
MEHTOB Ha OCHOBE MX CMBICIIOBOTO COOTBETCTBUS 3alpPOCy, & HE MPOCTO MO COBIA-
JICHUIO KJIIOYEBBIX CJIOB. [lepexos Ha ceMaHTUYECKUM ypPOBEHb MOUCKA HE MOXET
OBITH OCYIIIECTBIICH TOJILKO Ha OCHOBE MMEIOIIUXCS KIACCUUYECKUX aJTOPUTMOB: Ha
MTOMOIIb MPUXOJAT METOABI MAIIMHHOTO OO0YYCHHS.

3amadya MHGOPMAIMOHHOTO MOWCKAa Ha MPaKTUKE pa3OWBacTCs Ha JBE IOM-
3a7]aud: MOUCK PEJICBAHTHBIX JIOKYMEHTOB M PAHXMPOBAHUE PE3YJIBTATOB IMOMCKA.
Bonbiiioi pazMep KOUIEKIUMU JTJOKYMEHTOB U CTPOTHE BPEMEHHBIE OIpaHUYEHUS Je-
JAI0T HEBO3MOXXHBIM IPUMEHEHHE CJIOKHBIX MOJEJIEH KO BCEM JOKYMEHTaM KOJ-
nekiuu [2]. IToaTomy 0OBIYHO TTOMCKOBAs BbIJIada (GOPMUPYETCS MOITAITHO: MPUME-
HEHHE MPOCTHIX U OBICTPHIX METO/IOB TO3BOJISIET OTOOpATh KaHAWAATOB JJIs TIOCIIE-
TYIOITIETO paHKUPOBaHUsS O0JIee CI0KHBIMU, HO MEAJICHHBIMA MOJICIISIMH.

Jlis perieHust 3a/1a4u MOMCcKa XOPOIIo 3apEKOMEHI0BaN ce0sl IITyOOKHe Hel-
POHHBIE CETH, OCYIIECTBIISIONINE MTOCTPOCHUE METPUUECKUX MTPOCTPAHCTB, B KOTO-
PBIX PacCTOSIHUSI MEXAY BEKTOPAaMH COOTBETCTBYIOT CEMAaHTHYECKHUM OTHOIICHUSIM
MEXIy UCXOmHbIMH oObekTamu. K Takum momensm otHocutcs Deep Structured
Semantic Model (DSSM), npenioskeHHast UCCIEAOBATEIAMA U3 KOMITaHUH «Micro-
soft». B pabote [3] ormeuaetcs, uro DSSM mnoka3pIBaeT jIydliliee KauecTBO Cpeau
Mozesen 1aHHoro kinacca. DSSM npuMeHsieTcs BO MHOTHX ITOUCKOBBIX CHUCTEMAX, B
TOM YHCJIe ¥ B TOMCKOBOM anroputme «Ilanexy», pazpaboTraHHOM B KOMITaHHH «S1H-
nekcy [4]. OmHako, HECMOTpPS. Ha IIUPOKYI0 00jacTh npumeHeHuss DSSM, open-
source peajn3alry MOJEIU Ha TeKyiler MOMeHT HeT. [losromy co3nanue peaniu-
3aIlid, TO3BOJISIIOIIECH MPOBOIUTH SKCIEPUMEHTHI C apXUTEKTYpOH M TOHKYIO Ha-
CTPOMKY TUIEPIIApAMETPOB, MPEICTABIISIET UHTEPEC.

B coBpeMeHHBIX IOHMCKOBBIX CHCTEMaxX pPaHKHUPOBAHHUE IMOWCKOBOM BBIJAYM
MIPOUCXOUT HA OCHOBE OOJBIIIOTO Yncia (PakTOpoB paznuyHoi mpupoasl. [TosTomy
JUISL pelieHus] JaHHOM 3a7jaui OOBIYHO HCIOJIB3YETCS TPAJAUEHTHBIA OyCTHUHT: 3TOT

METOJI MAIlIMHHOTO OOyYEHHMsI XOpOILO paboTaeT ¢ JaHHBIMHU, CTPYKTypa KOTOPBIX



HeoaHopoaHa. B pgaHHOW paboTe s peanmn3alu paHKUPYIOMmer Mojaenu Oblia
BeIOpana TexHoyorusi CatBoost. CorimacHo pesynbraram cpaBHenus [5], CatBoost
MOKa3bIBaCT HAMTYYIlIee KaueCTBO 110 CPABHEHHUIO C OTKPBITHIMHU aHAJIOTaMHU.
[enpto qaHHOM pabOTHI SIBISIETCS peLICHUE 3a]]a4i WH()OPMALIMOHHOTO TTOHUC-
ka ¢ npuMenenrem Deep Structured Semantic Model u Texnonoruu CatBoost.
JJIs BBITIOTHEHHMSI TTOCTABICHHON TIeJIM HEOOXOAMMO:
— BBINOJHUTD MPEABAPUTEIBHYIO MOATOTOBKY JTaHHBIX JJIS MPUBEACHUS UX K
BUJTY, IPUTOAHOMY JJIs NaJIbHEUIIIET0 aHaIHN3a;
— pemuTh IpodiieMy OTCYTCTBUS B JIaTAaCeTe OTPULIATEIBHBIX MTPUMEPOB;
— peanuzoBarh Deep Structured Semantic Model u HeoOxoaumeble s ee 00y-
YeHUS! U JaJdbHEHIIEro UCTOIb30BaHM HHCTPYMEHTHI;
— TIPOBECTH dKCTIEpUMEHTHI 110 00y4yeHuto Deep Structured Semantic Model nns
pellleHus 3aJ]auu TOUCKa;
— OCYIIECTBUTH MOAOOp TUIEeprapamMeTpoB U oOyunth mozaenb CatBoost s
pEIICHHsI 3a/1aud PaHKUPOBAHUS;
— 3aMEpUTh METPHUKH KayecTBa MOMCKA W MPOaHATU3UPOBATH MOJYUEHHBIE pe-
3yJBTaTHI.
bakanaBpckast pabota coctout u3 pasnena «O003HAUCHUS U COKPAIICHUS,
BBEJICHUS, JIBYX Pa3lesioB OCHOBHOM YacTH, 3aKIIOUYCHUS, CIIMCKA UCTIOIB30BAaHHBIX
MCTOYHUKOB M YeThIpex npuioxkeHud. OO0muii oobeM padoThl — 74 CTpaHUIbI, U3
HUX 61 cTpaHWIIa — OCHOBHOE COACp)KaHWE, BKIIOUas 8 PUCYHKOB M 2 TaOJHIIBI.
B crniucke ucnonb30BaHHBIX UCTOYHUKOB COAEPKUTCA 51 HauMeHOBaHUE.
[Tepssiit paznen «IIpumenenne Deep Structured Semantic Model u CatBoost
JUIS pelieHus 3a7adyud WH(OPMAIIMOHHOTO TOMCKa» COACPIKUT OMHCAHHE HCIIONb-
3yeMBIX MOJIEJICH MAIIMHHOTO OOydYeHHUs U BCe HEOOXOIUMBIC MpEABAPUTEIHHBIC
CBEJICHUS VISl TIPAKTUYECKON pean3aliii MPpeayIoKeHHOTO METO/a pelieHus 3a1a-
qH.
Bo Bropom pasnene «Peanuzanus u oOydyeHre Mopeneid» pacCMOTpeHa pea-
JU3aIUs UCTIONB3yEeMbIX MOJIEJICH, OTMCaHbl MPOBEACHHBIC YKCTIEPUMEHTHI 10 00Y-

YEHUI0, IPUBEACHBI PE3YIbTaThl 3aMepa METPUK KauecTBa MOMCKa.



1 IIpumenenue Deep Structured Semantic Model u CatBoost nis

peleHus 321244 UHGPOPMALMOHHOIO MOUCKA
1.1 3agaya uHGOPMAUMOHHOIO MOUCKA

Hngpopmayuonnwiti noucx (MII) — 310 mporiecc MOUCKa B OOJIBIION KOJUICK-
UM HECTPYKTYPUPOBAHHOTO MaTepuala, YAOBICTBOPSIONMIETO WH(OPMAIMOHHBIC
norpebHoctH [1]. Tlog «HECTPYKTYpUPOBAaHHBIMIY MOAPA3YMEBAIOTCS JTAHHBIC, HE
UMEIOIIHNE CTPOrod OYEBHAHON CTPYKTYphl. OJIHAKO K MHPOPMAIIUOHHOMY TOUCKY
HEPEJIKO OTHOCAT 3aJa4M, KOTOpPbIE CBA3aHBI C PabOTON C «IONYCTPYKTypUpPOBaH-
HBIMI) JaHHBIMHU, UMCIOIITUMHU CKPBITYIO CTPYKTYpY (HAmpuMep, TEKCThI Ha ecTe-
CTBEHHBIX SI3BIKaX).

Knaccuueckas 3adaua ungopmayuonno2o noucka — laHa KOJUICKIHUS JTOKY-
MEHTOB M MHOXXECTBO TOMCKOBBIX 3alpoOCOB, TpeOyeTcs sl KaKIOro 3ampoca
NPEeIOCTaBUTh CIIUCOK Hanboliee peleBaHTHBIX €My JOKYMEHTOB M3 TOM KOJUIEK-
. Peneeanmuocmsplo Ha3bIBAIOT CTENEHb COOTBETCTBUS JIOKYMEHTA 3a/IaHHOMY
3arpocy.

B mouckoBBIX cUCTEMaxX CIHUCOK JOKYMEHTOB, SIBIISIIOIIMXCS Pe3yIbTaToM 00-
pabOTKH MOJIB30BATEIBLCKOTO 3aIIPOCa, Ha3bIBACTCS HOUCKOBO gbldayell. Kak mpaBu-
710, JOKYMEHTHI B BbIIa4€ YIIOPSA0YCHBI IO MEPE YMEHBIIICHUSI HEKOTOPO METPHKH,
SBIISIOINIEHCS MEPOI PEelIeBaHTHOCTU JOKYMEHTa 3ampocCy, KOTOPBIA MOPOAMII JIaH-
HYIO BBIJJauy. DTOT MPOLIECC HAZBIBAIOT PAHIHCUPOBAHUEM NOUCKOBOU 8bloayu. TakuM
o0pa3om, chopMyrpoBaHHas 3aa49a HHPOPMAITMOHHOTO IMOUCKA HAa TIPAKTUKE Pa3-
OWBaeTCs Ha JBE MOA3aJa4yM: MMOUCK PEJIEBAaHTHHIX JIOKYMEHTOB M PAaHKHPOBAHUE
PE3yABTATOB MOUCKA.

B Hacrosiiiee BpeMsi OCHOBHBIM HampaBlieHUEM Pa3BUTHS UHPOPMAIIIOHHOTO
TIOMCKA SIBIISIETCS BEO-TTOMCK, C KOTOPBIM CBSI3aHBI MOCIIEAHUE JOCTHKEHUS B JAaHHOU
obnactu. B cmity BeImecka3zaHHoro, OyaeM paccmaTpuBaTh HHGOPMAITMOHHBIA TI0-
UCK B KOHTEKCTE BeO-ITOMCKA, HE 3aTparuBas Py 3TOM TEXHUUYECKUE aCIIEKThI, KOTO-
pble MHOTJ]Aa OTHOCAT K MH(GOPMAIIMOHHOMY TOUCKY (Hampumep, cOop undopmamuu
u (opmupoBanue 0a3bl TOKYMEHTOB). B nanHoi pabore 3agaya uHGOpMaMOHHO-
ro MOKCKa PacCMaTPUBACTCS B KOHTEKCTE KIACCUYECKOU 3A0aiu UHGOPMAYUOHHO2O
noUCKa M 3aKJIF0YaeTCs B TIOMCKE IOKYMEHTOB, YOBIECTBOPSIOIINX 3apOCy, B HEKO-
TOpPOM KOJUIeKIMH AOKyMeHTOB. Criennpuka BeO-MOMCKa 3aKII0YAE€TCS B TOM, YTO
KOJUIEKITUS IOKYMEHTOB UMEET 3HAYUTEIbHBIN pa3Mep, a K peaan3yeMoMy PEIIeHUI0

NPEABABISIIOTCA CTPOrue TpeOOBaHUsI 1O OBICTPOACHCTBHUIO.



1.2 Deep Structured Semantic Model

B 2013 rony uccnenoBarenu u3 komnanun «Microsofty B paborte [3] mpen-
JOXKUIN CBOM MOJXOJ K PELICHUIO 33/1a4l BEO-IOMCKA, KOTOPbIA MOJy4HJI Ha3Ba-
Hue Deep Structured Semantic Model (DSSM). Moznenb nMeeT mupoKyr 001acThb
NpPUMEHEHHUS: HauMHasi ¢ ”H(POPMAIIMOHHOTO MTOUCKA U 3aKaHYMBAasi pEKOMEHIaTe b~
HbIMU cucteMamu. B wactHOocTH, DSSM ucnosnp3yercss B TOMCKOBOM AJITOPUTME
«ITanex», pazpaboTaHHOM B KoMMaHuU «SHIeke» [4].

B ocnoBe Deep Structured Semantic Model nexar ne uaeu: oOydyeHue ja-
TEHTHOW CEMaHTUUYECKOW MOJIENIU C YUHUTEIIEM, a TAaK)Ke MPUMEHEHHE NTyOOKUX Hel-
POHHBIX CETEH T CEMAaHTUYECKOTO MOICIUPOBAHUS.

Ha Bxom Monenu momaroTcsi BEKTOPU30BAHHBIE MPEJCTABICHHS 3alPOCOB U
nokyMeHToB. Kak mpaBuiio, 3To BEKTOp BHICOKON pa3MEpHOCTH, B KOTOPOM JIJIsl KaX-
JIOTO BBIJICJIEHHOTO T€pMa YKa3aHO KOJMYECTBO Pa3, CKOIbKO 3TOT TEPM BCTPEUACTCS
B cXoqHOM TekcTe. Ko BXxomaM Mozenu mpuMeHSIOTCS TpeoOpa3oBaHus, 3alaHHbIC
CKPBITBIMH CJIOSIMH, OCYIIECTBISAIONINE OTOOPaKEHHE 3allPOCOB U JIOKYMEHTOB B
€MHOE CEMAaHTUYECKOE BEKTOPHOE MPOCTPAHCTBO, PA3MEPHOCTh KOTOPOTO HEBBICO-
Ka (OOBIYHO HECKOJIBKO COTEH). PEIeBaHTHOCTH JOKYMEHTA 3alpOCy BBIYMCIISIETCS
Kak OJTU30CTh MEX/y MOJyYeHHBIMU CEMaHTUYECKUMH BEKTOPAMH.

Deep Structured Semantic Model MOXXeT HCTIOJIB30BaThCS IS PEIICHUS 3a/1a4
Kiaccuukanuu, MyJIbTHKIACCU(UKAIIMU, perpeccuu u pamwkupoBanusa [60]. Llu-
POKHUI KpyT 3a/iad OMpeesseT pa3HooOpa3ue HUCIONb3yeMbIX (DYHKIUN MOTEPh —
NOJIEP>)KUBAETCA 00yUYEHHE B TOTOUEYHOM U MOMAPHOM PEKUMAX:

1. Toueunsie pynkyuu nomepsw. Ilpu noroueunoM oOydeHuu cetu Ha Bxogq DSSM
MOJIAIOTCSl MAPhI «3aMPOC — TOKYMEHT», JUIsl KOTOPBIX BBIUUCISAETCS BBIXOJ
CETH, K KOTOPOMY W MIPUMEHSETCS BbIOpaHHas QyHKIUA moTeph. [Ipu Takom
noJxoAe HauboJiee 4acTO MCHOJIB3YIOTCS: OMHApHAsi KPOCC-dHTPONUS, Kare-
ropuajgbHas KpOCC-3HTPOIHMS, CPEAHSS KBaJIpaTUUHAs OIINOKA.

2. llonapnvle ¢pynxkyuu nomeps. IlonapHoe oOyueHue 3aKIOYAETCA B TOM, 4YTO
Ha BXOJ CETH MOMAIOTCSA Tpouku (¢, d+,d—), Tae g — HEKOTOPBIHA 3ampoc,
d-+ — peneBaHTHBIN eMy IOKyMEHT, a d— — HepeJieBaHTHBIN JokyMeHT. K nan-
HOMY BUAY QYHKIUM MOTEpb OTHOCUTCS TFiplet-loss, onucannas B padote [7].
CeTh BBIYHCISIET OIIEHKH pejieBaHTHOCTH st nap (¢, d+) u (g, d—), oT Ko-
TOPBIX TPEOyeTCs, YTOOBI PEIEBAHTHOCTH MOJOKUTEIBLHOTO JOKyMEHTa ObLia

OOJIBIIIe PEIEBAHTHOCTH OTPHUIIATEIIFHOTO HAa BEIMYMHY ¢ (OOBIYHO v = 1).



[Tpu 0OyvueHNH MOJIEIT YaCTO IPUXOIUTCS CTAIKHUBATHCS C CUTYyaIMeH, Korma
B MCITOJIb3yeMOM HabOpe TaHHBIX MPUCYTCTBYIOT TOJIBKO «IOJIOKUTEIIbHBIC» MPUME-
pHI (peleBaHTHBIE JAHHOMY 3ampocy JOKYMEHTHI), a «OTPHUIATEIbHBIX» TPUMEPOB
HeT. OgHUM U3 BO3MOKHBIX BBIXOJIOB SIBJISICTCSI T€HEpAIls HEHACTOSIIUX, CIyJaii-
HBIX Tap «3ampoc — JOKYMEHT», KOTOpPbIe W OCpyTCS B KaueCTBE OTPHIIATEIHHBIX
IPUMEPOB. DTOT MPOIECC MONYYHSI HAa3BAHUE MAUHUHSA He2AMUBHBIX (Ompuya-
menvHblx) npumepos (negative mining). CyImHOCTb, Peaanu3yONIyI0 MPOIecC Mai-
HUHTa, OyleM Ha3bIBaTh MatiHepom (miner).

CymiecTByeT HECKOIBKO CITIOCOO0B MallHUHTA OTPHUIIATEIHHBIX TPUMEPOB:

— Tlapsr «3anpoc — TOKyMEHT» 00pa3yroTCs CIydaiHO: JUIsi HEKOTOPOTO 3aIpo-
ca BBIOMpaAeTCs CIyYalHBIN JOKYMEHT (MM HA0O0OpPOT, JOKYMEHT SIBISETCS
HACTOSIIIINM, a 3ampoc Oepercs ciydyaiHo). Takol moaxo/1 Moaydnsl Ha3BaHUE
easy negative mining.

— Jlns HexoToporo 3ampoca ¢ BRIOMpAETCS HEKOTOPOE KOJIWYECTBO CIIyHaMHBIX
JTOKYMEHTOB dy, ds, ..., dg, Tapbl (q,d;) TOAAIOTCS HAa BXOJA MOJEIU U B Ka-
YeCTBE OTPHUIIATEIHLHOTO MpUMepa OepeTcs mapa, s KOTOpor Mpe/icKazaHue
MOJIeTT MaKCUMAaJIbHO (aHaJIOTUYHA OOpaTHas CUTYyaIusl, KOrJa Jjisl HEKOTPOTo
JTOKyMEHTa d BBIOUPAIOTCS 3aMPOCHI (1, G2, ..., ¢k). DTOT CIIOCOO HA3bIBACTCS
hard negative mining [&].

YacTo ucCIonb3yeTcs IPOMEKyTOUHBIM BapHaHT MaHUHTA: 9acTh MPUMEPOB
o0Opa3yeTcsi MOCPEICTBOM €asy negative mining, a gactb — hard negative mining
(Tak MoJeIh YIUTCS paboTaTh ¢ MPOCTHIMUA U CIOXKHBIMHU ITPUMEPaMHU).

Jliia peanu3anuu MailHUHTa HEOOXOIMMO PEIIuTh, OTKyJa OpaTh ciydaiiHbIe
JIOKYMEHTBI 1 3aIPOCHI: HCTOYHUKOM ]I MAHHWHTA MOKET SIBJIACTCS TCKYIIHA OaTd
JTAHHBIX WU OTICIBHBIA HCTOYHHMK. BEIOOp MCTOYHMKA OTPHIATEIIBHBIX MPUMEPOB
OOBIYHO 3aBUCHUT OT MMEIOIIUXCS BBHIYMCIUTEIBHBIX PECYPCOB, a TaKXKE OT 00BbeMa
UCITIOJIB3YEeMBIX Il O0yUeHHUs JaHHBIX.

Kak ObII0 CKa3aHO BBINIE, MOXXHO OCYIIICCTBISATh MaWHHUHT 3allpOCOB JIJIs
JOKYMEHTa, a MOXHO — JIOKYMEHTOB JUIsl 3ampoca. Bompoc o ToMm, Kakoil pexum
MalHUHTa HEOOXOIMMO BBIOpaTh, HAMPSAMYIO 3aBUCUT OT MCIOJIB3yeMON (PyHKIIUM
MOTEPb: ISl TOYCYHBIX (PYHKITUH MOTEPh HEOOXOUMO OCYIIECTBISATh MAaWHUHT B 00€
CTOPOHBI, a JJIS MOMapHBIX MOTEPh MPaBWJIbHEE MAWHUTH JIOKYMEHTHI JIJIs 3ampoca
(Tak KaK B 3TOM cllydae MpelicKa3aHusl MOACNU AJi1 JOKYMEHTa B Mape ¢ pa3HbIMU

3aMpocaMu HECPaBHUMBI MEXKy COOOI).



1.3 Pan:kupoBaHue MOUCKOBOI BbIAAYH

KagecTBO nmoucka sBisieTcsi KOMIUIEKCHBIM MOHSITUEM U 3aBUCUT HE TOJIBKO OT
COCTaBa JOKyMEHTOB, OTOOPAHHBIX 10 HEKOTOPOMY 3aIlpOCy, HO U OT MOPSKA MPea-
cTaBlieHus MH(opManuu nosib3oBarento. [losToMy paHXupoBaHHE, MO3BOJISIONIEE
NOOUTHCS MPaBUIBHOTO B3aUMHOIO PACIHOJIOKEHUS! JOKYMEHTOB BHYTPHU BbIAAayH,
ABJIIETCA HE MEHEE BaXKHOM 3a/1a4eil, ueM oTOOp peeBaHTHBIX JOKYMEHTOB.

DopMaNbHO 3aA0aYy PAHICUPOBAHUS NOUCKOBOU bl0a4U MOXKHO CHOPMYIHU-
poBarh cieayromum obpa3zom. IlycTe naHa HeKOTOpasi KOJUIEKUHS JOKYMEHTOB [
¥ MHOXECTBO TOMCKOBBIX 3ampocoB (). IIpeamnonoxum, 4To uisi KaKI0TO 3ampoca
q € () HalileHO MHOXECTBO JOKyMEHTOB [),, COOTBETCTBYIOLIMX JTOMY 3aIlpo-
cy (popmupyercst Ha sTane moucka). Torga MoxkeT ObITh chopMUpOBaHaA BBIOOPKA
XCQxD,X={(¢g.d):qe€Q,de D} Ilycts Takxe 3aaHO HEKOTOPOE YIIO-
PAIOYEHHOE MHOXKECTBO PEUTHHIOB Y (4eM OOJIblIe 3HAYE€HUE, TEM BbIILIE CTETICHb
COOTBETCTBHS JOKYMEHTA 3aIpOCy) U 3aJ1aHbl OIIEHKH pesieBaHTHOCTH el : X — Y.
HeoOxoanMo mpeniokuTh HEKOTOPYIO PAHKUPYIONTYI0 GyHKIH0 a @ () X D — Y.

JUJIs1 OLIEHKU KaueCcTBa PAHKMPOBAHUS OOBIYHO MOJIB3YIOTCS OLIEHKAaMHU acec-
copoB. @opmupyeTcsi HEeKOTOpas BRIOOpKaA 3aIIPOCOB MOJIb30BaTeNeii U coOuparoTcs
JIOKYMEHTBI U3 MMOMCKOBBIX BbIJIa4, MOPOKIECHHBIX 3TUMU 3anpocamu. Kaxaoi nape
«3ampoc — IOKyMEHT)» aCeCcCOPbl CTABST OLIEHKY PEJIEBATHOCTU JOKYMEHTA 3aIrpo-
cy [9]. Ucxons U3 3TUX OLICHOK BBIYMUCISETCS HEKOTOpask METPUKa KauecTBa.

B coBpeMEHHBIX MOMCKOBBIX CUCTEMAaX PAHKUPOBAHWE IOWCKOBOM BbIAuU
MPOMCXOAUT Ha OCHOBE OOJIBIIOrO Yucia GpakTopoB paziauyHoit npuponsl [ 0]. Tlo-
ATOMY JUJISl pEIIEHUs 3a7a4ui PaHKUPOBAHUS YaCTO UCIIONb3YETCs TPAJIUEHTHBIN Oy-
CTHHT: 3TOT METOJ MAIIMHHOTO 00y4YEHHUs XOPOLIO paboTaeT ¢ JaHHBIMH, CTPYKTYpa
KOTOpBIX HeOnHOpoAHA. B nanHO paboTe A peann3aluuu paHXUpyoIier Moaenu
Obuta BeiOpana Texnonorus CatBoost, Tak kak nanHas Oubnuoreka obmagaeT psaoM
IPEUMYIIECTB: BBICOKOE Ka4eCTBO MojieNiel 6e3 He00X0AMMOCTH oAdOopa runepna-
paMeTpoB (COmIacHO pe3ysibTaTaM CpaBHEHHUs [5] Ha MomyJsipHbIX naracerax, Cat-
Boost BIUTpBIBAET Y OTKPBITHIX aHAJIOTOB), yA0OCTBO pabOThI C KaTeropuaabHbIMU
NpU3HAKAMU, PACHIMPAEMOCTh, POCTOTA UCTIONb30BaHU, OBICTPOTA MPUMEHEHHUS.

OcHoBHbIM oTnmuueM CatBoost oT apyrux peanu3anui IpaJUeHTHOro Oy-
CTUHTA SIBJISIETCA WCIOIb30BAHUE HEBHUMamenvHulx peuwiarowux oepesves (ODT).
Cornacho pab6ore [| 1], ODT He Tonpko ObICTPO 00y4YarOTCsi U MPUMEHSIIOTCS, HO U

YCTOfI‘IHBBI K UIBMCHCHHIO ITapaMCTPOB C TOUKH 3PpCHUA NTOI'OBOI'O0 Ka4€CTBA MOACIIN.



1.4 Ilpenyio:xkeHHBIH MeTO/ PelIeHUus 3a1a4u

Kak Ob110 ckazaHO BbIIIE, 337a4a WH()OPMAILIMOHHOTO TMOKCKA MpU padboTe C
OOJIBIIMMU KOJIJICKIUSMHU IOKYMEHTOB, KaK MPaBHIIO, pelIaeTcs B Ba dTamna: oToop
KaHJIUAaTOB sl (GOPMHUPOBAHUS BBIJAYM U UX PaHKUPOBAHUE.

Deep Structured Semantic Model n3HaganbsHO co3gaBanach ISl PEIICHUS 3a-
Jla4u PaHKUPOBAHUS BEO-IOKYMEHTOB [3]: BBIXOA MOJEIHM HUHTEPIPETHPYETCS Kak
OLICHKA PEJIeBAaHTHOCTU JOKYMEHTA 3allpocy M Ha OCHOBAHHH STOM OIICHKU U MPO-
UCXOIUT pamkupoBaHue. OJHAKO B COBPEMEHHBIX NMOMCKOBBIX CHUCTEMaXxX JlaHHAas
MOJIEIb B OCHOBHOM HCIIOJIB3YETCS ISl MOMCKA PENIEeBAaHTHBIX JOKYMEHTOB. [lpu
TaKOM TOJXOJE€ PaHKUPOBAHHUE BBIJAUU OCYILIECTBIACTCS IPYrol MOJEIbIO, KOTO-
pas momuMo Beixoga DSSM wucnonb3yer pomnonHuTenbHbIE (HAKTOPHI (HAIPUMED:
BpeMsl 3a/laHus 3aIPOCa, «CBEXKECThY» JOKYMEHTA, BPEMS rofia, MOJIb30BATEIbCKHUE
NPEANnoYTeHUs Ha OCHOBE MCTOPHUM €ro 3ampocoB U JIp.). Kak ormeuanock panee,
JUTSL PEIICHUs] 3a/la4l paH)KUPOBAHUSI HA OCHOBE Pa3HOPOJHBIX (PAKTOPOB XOPOIIIO
3apEKOMEHI0BaJ ceOsl TpaueHTHBIA OYCTHHT.

Takum oOpa3om, B JaHHOUW paboTe paccMaTpUBAETCsl PELICHUE 3aaud WH-
dbopmanmoHHOTO MoKcKa ¢ moMotisio Deep Structured Semantic Model st moncka
pEJIeBaHTHBIX TOKyMeHTOB 1 Mojenu CatBoost nist paHkupoBaHUS TOMCKOBOM BbI-
naurd. OcoOeHHOCTH MojieNiel TO3BOJISIIOT UCTIOJIB30BATh CJIEIYIOMIUNA TTOIXO/:

1. Tak kak ambeoouneu (BEKTOPHBIE TMPEICTABICHUS B CEMAaHTHYSCKOM IIPO-
CTPaHCTBE) JIsl TOKYMEHTOB U 3alPOCOB CTPOSITCS IByMsI Pa3HbIMHU YacTSIMU
cetu, DSSM «paspesaercs» Ha 3alpOCHYI0 U JOKYMEHTHYIO YaCTH.

2. HUcnone3yst TOKYMEHTHYI0 4acTb DSSM, miisi JOKyMEHTOB KOJUIEKIIMU CTPO-
SATCS UX DMOEIIUHTH.

3. IIpu 06paboTke 3ampoca ¢ TOMOMIbIO 3aIPOCHON YaCTH MOJAEIN CTPOUTCS €ro
AMOEIVHT, TIOCJIE YEro OCYIIECTBIIAECTCS MOUCK OMMXKANIIMX BEKTOPOB, CO-
OTBETCTBYIOIINX JOKYMEHTaM KOJUIeKIMU. OTOOpaHHBIE JOKYMEHTHI U SIBIISI-
I0TCS KaHauaaTamMu i popMUpOBaHUs MOMCKOBOW Bbiga4uu. [Ipu sTom mist
onpeneneHus: OJIU30CTH MOTYT BBOJAUTHCSA Pa3iUdYHbIE METPUKH, HANPUMED:
KOCHUHYCHOE PAacCTOsIHUE, €BKIUJI0BO PACCTOSIHUE WIIA CJIOM HEUPOHHOMU CEeTH,
BBIXOJ] KOTOPBIX MHTEPIPETUPYETCS KaK PACCTOSHUE MEX]Y BEKTOPAMH.

4. TTouckoBast Bbjadya GOPMUPYETCS B PE3yJbTaTe PaHKUPOBAHUS OTOOPAHHBIX

KanauaatoB Monaeisio CatBoost.



2 Peanuszauus u o0yuyeHue MojeJsiei
2.1 IlpexBapuTesbHasi 00pad0OTKA JTAHHBIX

Jliis pa®oThl ¢ MOAENSAMH HCIOJNB3YIOTCA MaTepualibl copeBHoBaHus TREC
Deep Learning Track 2019 [12]. OcHOBHBIM TOCTOMHCTBOM JaHHOTO Habopa JaH-
HBIX SIBJISIETCSI €r0 pa3Mep: KOJUIEKIUsl BKIIOYaeT B ceda 3213835 moKyMEHTOB, a
TPEHUPOBOYHBIN AaTaceT colaepkutT 367013 3anuceil «3ampoc — KIIMKHYTHINA JOKY-
MEHT». 3allpOCHAsl YaCTh MPEACTABIICHA €IMHCTBEHHBIM IOJIEM, COJIEPKAIIUM TEKCT
3ampoca. JJokyMeHTHas 4acThb COCTOMT U3 HAa3BaHUs JIOKyMeHTa, ero tena u URL.

[IpenBaputenbHas 06pabOTKa COCTOsIIA U3 CASAYIOIIUX ITAIOB:
. YIQJICHUE 3HAKOB IPENHHAHUS U CJIIOB «HELEJIEBBIX» S3bIKOB;
. pa3OueHHe TEeKCTa Ha MPEJI0KECHUS;
yJIAJICHHE «CTOM-CIOBY;

CTECMMUHI' U JICMMAaTHU3au,

R

. pazouenue URL Ha ceMaHTHYECKHE YAaCTH C MOMOIIbIO CIEHUAIBHOTO CIIO-

Bapsl pa3feauTelIei.

DSSM nony4daetr Ha BX0Jl BEKTOPU30BaHHBIE MIPEACTABICHHS 3aIIPOCOB U JI0-
KyMEHTOB (JIs1 K&KJIOTO TepMa yKa3bIBaeTCsl 4acTOTa BCTpe4aeMoCTH). B mpocreii-
IIeM clIydae, B KaueCTBE TEPMOB BBICTYMAIOT CJIoBa qatacera. OgHako Jyisi O0IbIIIX
Ha0OPOB JIaHHBIX pa3Mep TAKOTO CIOBAPS OTPOMEH, YTO MIPUBOIUT K 3HAYUTEIBHOMY
pOCTYy 4MCIIa MapaMeTpoB mMoAenu. [ cokpameHus pasMepa BXOIHOIO BEKTOPA,
HCITIOJI30BAJIOCH XAIIMPOBAHUE CJIOB: B KaY€CTBE TEPMOB OCPYTCsS CUMBOJIBHBIE N-
rpaMMBbl, B BUJI€ COBOKYITHOCTHU KOTOPBIX U IPEJICTABISAECTCS KaXKI0€ CI0BO TEKCTA.

B nanHoil paboTe 1 MOCTPOCHUS CIOBapsi TEPMOB MCIIOJIB30BAIUCH CIIETY-
FOLIME MOAXOAbI: BBIACIICHUE CUMBOJIBHBIX TPUTPAMM; HUCIIOJIb30BAHUE BCEX BCTpE-
YaIOIIMXCS B TEKCTE CJIOB (ITOCIIe MPOBEACHUS JIEeMMAaTH3AIlUN ); KOMOMHUPOBAHHBIN
ITOAXOJ — UCIIOJIb30BAHUE OTPAHUYECHHOTO KOJIMYECTBA CIIOB U Tpurpamm. Hawmmyu-
IIMe pe3yabTaThl MMOKa3aau MOJIeu, 0OyUYeHHBIC Ha BEKTOPHU3AIIUIX Ha OCHOBE CJIOB
U TPUTPAMM, IO3TOMY JIAHHBIN MOAX0/ ObLT BHIOpaH B KAU€CTBE OCHOBHOTO.

Jls Bektopuzanuu URL ucnonb3oBajics OTAeIbHO 0O0YUeHHBIN BEKTOPHU3ATOP
HAa OCHOBE CHMBOJIBHBIX TpUTpaMM. DTO OOYCJIOBJIEHO TEM, YTO COCTaB CJIOBaps
URL 3Ha4uTENBbHO OTIMYAETCS OT IPYTUX TEKCTOBBIX IMOJIEH.

Otmmune moarotoBku gaHHbIX st CatBoost 3akimtouaeTcs B criocode BEKTO-
pHY3aly: HAWJIy4Illee KaueCTBO MOKa3aJid MOJIEIH, OOyYEHHbIE C UCTOIb30BAHUEM

UJIEW X3IIMPOBAHUS CIIOB CO B3BEIIMBAaHUEM TEpMOB Ha oCHOBe TF-IDF.

10



2.2 Peasm3anus u o0ydenue DSSM i penieHus 3a1a44 MOMCKA

Jlist peanuzanuu Mozenu Obuia BeiOpana o6uonuoteka TensorFlow [13] ¢ mc-
nosibzoBaHueM Keras API. Oto BeicokoypoBHeBoe API BkitouaeT B ce0st HOAAEPKKY
cneuuduunon s TensorFlow gyHkimonansHOCTH, Aenas paboTy ¢ JaHHOW OMO-
JUOTEKOM Mmpoire 6e3 ymepda THOKOCTH M MPOU3BOAUTEIHLHOCTH.

J1J1g oCcylIeCTBICHHSI MAaHUHTa OTPULIATENbHBIX IPUMEPOB PEATM30BaH KJIacc
Miner. [lonnepsxuBarotrcst MmexaHu3Mbl easy U hard negative mining, a Takke KOM-
OMHUPOBAHHBIN MOX0/. BO3MOXKEH KaKk MaWHUHT OTPHUIATEIBHBIX JOKYMEHTOB /IS
3anpoca, Tak U OTPUIIATEIBHBIX 3alpocoB i JokymMeHTa. Kpome toro, Miner
yMeeT paboTaTh B OTOYEUHOM M MOMAapHOM pexxkumax. s hopMupoBaHus OTpH-
[aTeJbHBIX MPUMEPOB HCIIOJIb3YETCS OTAENbHbIN NCTOYHUK JIaHHBIX.

Heob6xonmuMocTs MaifHUHTa OTPUIATETBHBIX TPUMEPOB JIeJaeT HEBO3ZMOKHBIM
UCII0JIb30BaHUE CTAaHJAPTHBIX CPEeACTB reHepanuu Oarueir. C 3T0H 1e1b0 OBLI CO-
3naH kimacc BatchGenerator, momiep>KuBaromuii BCTpanBaHue MalHepa.

B xone BemomHEHUS paboThl OBUTIO TpoBeAcHO Oosee 50 AKCIIEPUMEHTOB C
apXUTEKTYpOHl ceTu, ciocoOoM 00yUueHus, HACTPOIKaMU MailHMHIa OTPULIATENbHBIX
IPUMEPOB U METPUKOI HA MPOCTPaHCTBE IMOeAAMHTOB. Ha 0CHOBaHMH TTOTyYEHHBIX
PE3YJIBTaTOB MOXKHO CHEJATh CJEIYIONINE BbIBOJIBI:

— Baxxnyto posib HTpaeT nMpaBUIbLHBINA BEIOOP pekuMa MaiitHuHTa. Hanbonee a¢-
(dexkTUBHO B Hayase 00y4eHHs TeHepUPOBATh MPOCThIE IPUMEPDI, IOCTEIIEHHO
YBEJIMUYMBAs «GKECTKOCThY MailHepa /Jisl BBIABICHUS O0JI€€ CIOKHBIX 3aKOHO-
mepHocteid. Kpome toro, mpu moroyedHoMm oOydeHUU JTydllle MCIOJIb30BaTh
reHepalMI0 OTPULIATENIBHBIX 3aIIPOCOB U JOKYMEHTOB B 00€ CTOPOHBI.

— Hopwmanuzanus no MUHH-0aTyaM He TOJIBKO CIIOCOOCTBYET YIyUILEHUIO Kade-
CTBa, HO U MOMOTaeT OOpPOThCs ¢ MepeoOyUeHUEM CETH.

— He Ob110 OTMEUEHO TIPUPOCTA KauecTBa Mpu ucnoiab3oBanuu Dropout. Kpome
TOTO, BBIICHWIOCH, YTO HCIIOJIb30BAaHUE CJIOEB HOpPMalM3allUMd MOCJE CIIO-
eB Dropout npuBoguT K yXydlleHUIO0 KadecTBa. HaOmronaemble pe3yabTaThl
coracyrorcs ¢ pabotoit [14], B KOTOpOH BOIMpPOCHl COUYETAEMOCTH JaHHBIX
MEXaHHU3MOB PACCMATPHUBAIOTCS C TEOPETUUECKOW TOUKH 3PEHUS.

— Kackagnoe coemuHeHue CI0€B HE 1aJI0 0KUAAEMOTO MPUPOCTa KauecTBa.

— Mogenu, 0Oy4eHHbIE ¢ UCIOJIB30BAHUEM MOMAPHOTO MOAXO0JA, MOKA3bIBAIOT
0oJjiee BBICOKOE Ka4eCTBO O CPABHEHUIO C aHAJOTUYHBIMU MOJENSIMH, 00y-

YCHHBIMHA ITOTOYCYHO.
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— BBeneHne coOCTBEHHBIX METPUK B MPOCTPAHCTBE SMOCAAMHIOB HE A0 JKe-
JaeMoro MpUpPOCTa KayecTBa: KauyeCTBO MOjeJied, B KOTOPbIX OJU30CTh BbI-
YUCHAIACh C MOMOIIBIO JOTIOJHUTEIBHBIX CIOEB CETH, 3HAYUTEIBHO XYXKE
KayeCTBa MOJIEJIEH, B KOTOPBIX MCMOJIb30BAJIACh KOCUHYCHAsl OJIU30CTb.
Haunyumias u3 o0y4eHHBIX MOJIENIEN COYETaeT B ce0e BCE OMMCAHHBIE BBIIIE

noJxo/bl: nonapHoe oOyuenue (pyHkuus norepb Triplet-loss), HopMmanuzanus mo
MUHHU-0aT4aM, yBEIMUEHUE GKECTKOCTH» MalHepa Mo Mepe o0y4eHHUs! CEeTH, KOCH-
HyCHasi OJIU30CTh KaK OLIEHKA PEJIEBAHTHOCTU JOKYMEHTA 3ampocy. 3HaueHUuEe MeT-
PUKH OLIEHKM KaduecTBa OTOOpaHHBIX KaHnuaatoB Top-1000 accuracy Ha TeCTOBOM

MHOKeCTBe cocTaBuiio 98.6%.

2.3 O0yuyenue moaean CatBoost sl pemieHus1 32124 paHKUPOBAHUS

Kak ormeuanocek Beime, CatBoost mo3Bonser oOy4arh MOAENH, MOKa3bIBa-
IOIME BBICOKOE KAaue€CTBO Ja)€ IPU HCMOJIb30BAHMM CTAaHJAPTHBIX MapaMeTpPOB.
Opnako HacTpoMKa mapaMeTpOB MOENH MPEICTABISAET UHTEPEC: IKCIEPUMEHTHI 110
noa0opy THUIIEpPIIapaMeTPOB MO3BOJIUIN OOYUYHTh MOJIETb C 00Jee BBHICOKMM Kade-
cTBOM. [Ipon3BoaMIIaCh HACTPOWKA CIEAYIONIMX MTApaMETPOB:

— METpHUKa KauecTBa OOyUYCHUS;
— KOJIMYECTBO JIEPEBHEB;

— CKOpOCTbh OOy4Y€eHHS;

— T1yOuHa JIepEeBhEB;

— KOHCTaHTa L2 perynsipusanuu;
— C1oco0 NOCTPOEHUSI JIEPEBHEB.

Jlist 00y4yeHusi UCIoJIb30BaIUCh Marepualibl BTopoil yactu naracera TREC
Deep Learning Track 2019 [12]: nns xaxkaoro 3ampoca NpeicTaBieHa BblJadya U3
100 peneBaHTHBIX €EMY JOKYMEHTOB.

B nannoii paboTe UCIOIB30BaJIOCh HECKOJIBKO METOIOB OOYUYEHUS! PaHKUPO-
BAHUIO, KOTOPBIE OTIMYAIOTCS MMOCTAHOBKOM 3a/laud MAIIMHHOTO OOY4YEeHHS U BbI-
oopom ¢yHkuuu norepb. Hawmmyumiee kayecTBO Mokazaja MOAENb, OOyYeHHasl C
nomortbio YetiRank: monmapHas kinaccudukarus JTOKYMEHTOB Ha OCHOBE MX pac-
MOJIOKEHMS B BbIJaue Jydllle KOPPEIUPYET C OCOOCHHOCTSIMU PaHKUPOBAHUS TIO-
MCKOBOM BbIJIa4M. [[J1s1 OIIEHKM KauecTBa MOJEIN UCIoyb30Baack meTpuka nDCG.
NroroBoe kauyecTBO Ha TPEHUPOBOUYHOU BBIOOpKE cocTaBmiio (0.9245, Ha TecTOBOM
Bb1OOpKe: 0.9017.
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2.4 AHaJu3 NOJIyYeHHBIX pe3yJbTaToB

Ha ocHoBe ny4mux u3 oOy4eHHBIX MOJENEH peaanu30BaHO HECKOJIbKO CTpa-
TEruil peleHus 3a1a4u UHPOPMALIMOHHOTO NTOUCKa. J{J1 OIIEHKH KayecTBa MOUCKA
UCITI0JIb30Baach METpUKa precision at k. Pe3ynbrarsl 3amepa MeTpuK precision@1,

precision@b, precision@20, precision@100 npeacraBiaeHbl B Tadbuuie 1.

Tabnuua 1 — Pe3ynbraTsl 3aMepa METPUK KauecTBa IOUCKa

Ne | Crparerus noucka | precision@1 | precision@5b | precision@20 | precision@100

ITouck u
1 PaHKMPOBaHHUE 4.0% 22.4% 32.4% 43.3%
¢ tomotisro DSSM
PanxxnpoBanue
2 | momenpio Catboost 5.3% 28.6% 42.9% 54.4%

0e3 oTamna momcka
[Touck nOKyMEHTOB
¢ momotisio DSSM

U paHXUPOBaHUE
moxeibpro Catboost

4.7% 26.2% 40.0% 52.1%

Ha ocHOBaHMM MPOBEIEHHBIX SKCIEPUMEHTOB MOXHO CHEJIaTh CJIEIYIOIINUE
BBIBO/IBI:

1. Ucnons3oBanne DSSM 151 moucka pelneBaHTHBIX JOKYMEHTOB U UX PAHXKH-
POBaHMS SBIISACTCS JOCTATOUYHO OBICTPHIM, HO HAUMEHEE KaueCTBEHHBIM TIOJ-
XOZIOM K pelIeHHIO 3a7adyu WHGOPMAIMOHHOTO MOWCKa (MOEeIh 00ydasiach
JUIst 0TOOpa KaHAMIATOB, a HE JUJIsl paH)KUPOBaHUS MOMCKOBOW BBIJIAUH).

2. PamxupoBaHue JOKYMEHTOB Koyuiekuuu mojneibio CatBoost 6e3 mpensapu-
TEIHHOTO OTOOpa JOKYMEHTOB TOKA3bIBAET HAMBBICIIEE Kau€CTBO, OIHAKO
HEOOXOUMOCTh 3aIlycKa MOJETHU JIJIsi BCEX JOKYMEHTOB JI€lacT HEBO3MOXK-
HBIM NPUMEHEHHUE TAKOTO MOJX0/1a JJI MTOMCKA B OOJBIION KOJUICKIIUU.

3. Ilouck peneBaHTHBIX JOKYMEHTOB ¢ nmomotnbio Deep Structured Semantic Mo-
del u pamxupoBanue Bbigaun Mojenbio CatBoost mo xauecTBy numib He3Ha-
YUTEILHO YCTYIaeT BTOPOW cTparerud. B To e BpeMs, JaHHBIA TOIXO[
addexTrBeH 1Mo BpeMeHHu: Tak Kak mojenb CatBoost mcmons3yercss TOIbKO
JUTST paH>KUPOBAHMS BBIJAYH, 3aTPAaYMBAEMOE BpeMsI B 3HAUUTEIILHON CTEIICHH
OTIPEIEISAETCA CKOPOCThIO 0TOOPa JOKYMEHTOB.

Takum oOpa3zom, HAWITydIlIME TOKA3aTENIN C TOUKH 3pEHUS KauecTBa MOUCKA U
OBICTPOACHCTBUS MTOKA3aJl IMOAX0A, OCHOBAHHBIN Ha JIByXATAITHOM PEIICHUH 3a]1auu
MH(OPMAIMOHHOTO MOUCKA: MOMCK PEJIEBAHTHBIX TOKYMEHTOB C moMolsio Deep

Structured Semantic Model u pamxkupoBanue Beitaun Mojenbio CatBoost.
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SAKJIFOYEHUE

B pesynbrare paboThl pelieHbl NOCTABIECHHbIE 3a/1auH.

BrinonHeHna npeaBapuTenbHas MOATOTOBKA U BEKTOPU3ALIUS JAHHBIX.
[TpoGrieMa OTCYTCTBHS OTPULIATENBHBIX TPUMEPOB B 00yUaroieM Habope 1aH-
HBIX pEIICHA MyTEeM pealn3alliid PACCMOTPEHHBIX MEXaHW3MOB IMOTYYCHUS
OTpHILIATEIbHBIX TPUMEPOB: easy negative mining u hard negative mining.
PeanuzoBana Deep Structured Semantic Model ¢ ucnons3zoBanuem (peiim-
Bopka TensorFlow, a Tak:ke HeoOxoaumbie ajisi ee 00ydeHUs: U JaibHEeHIIero
UCIIOJIb30BaHUS UHCTPYMEHTHI:

1. MaiiHep OTpHUIIATEILHBIX TPUMEPOB;

2. GaTu-reHeparop, NoAIep>KUBAIOIINI paboTy B MOTOYEYHOM U MOMAPHOM
peKHMax, C BO3SMOXKHOCTbIO BCTpauBaHUs MailHepa Ui reHepaluu OT-
pHULIATENLHBIX PUMEPOB BO BpeMs OOYUYEHUS CETH;

3. MHCTPYMEHT pa3pe3aHusi MOJIENIH Ha 3alIPOCHYIO U JJOKYMEHTHYIO YacCTH;

4. MexaHU3M 3aMepa METPUK KauyecTBa 0OyUEeHHON MOJEIH.

[TpoBeneHbl SKCIIEPUMEHTHI C APXUTEKTYPOIl CeTH, crtocoOOM OO0ydeHUs], Ha-
CTPOMKAaMH MalHHWHIA OTPULATEIBHBIX IPUMEPOB U METPUKON HA IIPOCTPAH-
CTBE SMOE/ITUHIOB.

[TpoBenensl skcriepuMeHThl 10 o0yueHuto Monenn CatBoost mist pemenus
3a]laud paHKUPOBAHUSI.

BrinonHeHo cpaBHEHUE pa3IMYHbIX CTPATeTuil peleHus 3a1a4d nH(opMaIn-
OHHOTO moucka. J[Jis JTydmux u3 oOy4eHHBIX MOJAENeH 3aMepeHbl METPUKHU
KauyecTBa MOMCKA, HA UX OCHOBE MPOAHATU3UPOBAHBI PE3YJIbTATHI MPOBEICH-
HBIX SKCIIEPUMEHTOB.

Takum oOpazom, B paboTe IMpEeMIOKEH CIIOCO0 pelieHus 3agadu uHpopma-

IIMOHHOTO TIoMcka ¢ mpuMeHeHueM Deep Structured Semantic Model u momenn

CatBoost. Moznenu noka3ajid BBICOKHME 3HAYEHHUS 3aMEPEHHBIX METPUK KadecTBa

rorcka. OTIMYUTENLHON 0COOEHHOCTBIO OIMMCAHHOIO nmoaxoga ABIACTCA €ro Ha-

MMpaBJICHHOCTL Ha pa60Ty ¢ OONBIIMMHU 00bEMAMHU JaHHBIX, YTO ITO3BOJIACT HUCIIOJIb-

30BaTh MPENJIOKEHHOE PEIICHUE B MOUCKOBBIX CHCTEMaX, TPEOYIOIUX HE TOIBKO

XOpomero Ka4€CTrea, HO U BhICOKHX rokazarejei 6BICTpO,H€ﬁCTBPI$I.
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